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EXECUTIVE SUMMARY 

Connection with the Global Partnership on Artificial Intelligence 
(GPAI) 

Brainbox is participating in a project being jointly conducted between the Global Partnership on 

Artificial Intelligence (“GPAI”) and the University of Otago (“Otago”). The purpose of the GPAI project 

is to lay out a potential methodology for studying the impact of recommender systems used by social 

media companies. The project also intends to implement this methodology in 2022 if possible by 

collaborating with a social media company.  

Limitations 

We emphasise at the outset that this report is intended to canvas the kinds of issues that might arise 

in connection with the GPAI project. It should not be read as saying that any of these issues are 

insurmountable, or that they cannot be avoided by careful research design. Further, while we raise 

matters of public perception, this is not to say that those perceptions are correct, only that they may 

create disincentives or contextual risks to be aware of when conducting the research and when 

seeking to establish a collaborative approach.  

In this report, we have attempted to constructively contribute to GPAI’s proposed approach by sharing 

insights on the legal and public policy issues raised by the kinds of projects described in the GPAI 

technical report. We emphasise that the two reports were written concurrently with limited opportunity 

for interaction between them. It may be that the kinds of issues we raise here can be – or already 

have been – resolved by the specific research method that GPAI is proposing to adopt.  

Nothing in the report should be taken as an argument that social media recommender systems do or 

do not cause harm: it has been written specifically to avoid adopting a position on this emerging area 

of research. Instead, our focus has been on considering what kinds of issues might arise if an external 

party – whether researcher or regulator – were to seek to empirically investigate hypotheses about 

the impacts of social media companies’ systems and their contribution to such harms. We strongly 

support such empirical investigations. Consistent with our support for those investigations, we have 

considered as far as we can in the context of this work what might be required to enable them to 

proceed. Any criticism of GPAI’s approach must be assessed in that light.  

We also emphasise that, ultimately, the methods employed by the GPAI researchers are technical in 

nature and better left to those researchers with technical expertise. This report is intended to draw on 

Brainbox’s background in the legal and policy discussions surrounding these technical areas and to 

summarise these for the benefit of the GPAI researchers.1 

GPAI project proposes a method for researchers to study recommender 
systems from outside a platform company  

The GPAI project adopts as its starting point the position that it is difficult to study recommender 

systems in a situation where the researcher is situated outside a social media company.  

It is important to briefly note at the outset that there are compelling reasons why external study of 

recommender systems is so difficult. That is because access to information about recommender 

systems creates risk from a legal, regulatory, reputational, financial, and commercial perspective. We 

 

1 This research has been informed by an investigation commissioned by an investor coalition 
engaging with social media companies in light of the Christchurch terror attacks of 15 March 2019. 
See: Brainbox (2021). Report to the investor collaboration that has been engaging with social 
media companies in response to the Christchurch terror attacks. <https://www.nzsuperfund.nz/news-
and-media/collaborative-engagement-with-social-media-concludes/>. 
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expand on this later in the report.2 We also draw on these insights as part of a wider discussion of 

moves toward mandated transparency legislation.3  

It is also important to note that companies’ resistance to external scrutiny of their recommender 

systems need not be explained solely by hostile or antisocial intent. There are a range of structural 

factors which may make it impossible for platforms to participate in this kind of research, even if they 

otherwise wished to participate. In particular, there is a complex network of rights and obligations that 

exists among regulators, users, platforms, contractors, and employees. 

Two approaches to studying recommender systems 

As a result, if a researcher wishes to study recommender system used by a company, there are two 

approaches available: voluntary and mandatory. In practice, we believe voluntary approaches will 

lead to mandatory ones. This is true both in the context of this project, and over the broader global 

trajectory of platform regulation. In particular, we are already seeing transitions to mandatory 

approaches.  

• The first approach is to take a collaborative approach with a platform company based on 

mutual agreement with the platforms. Some have tried this, with the most high profile 

example being the Social Science One Initiative, which faced significant challenges and has 

arguably failed.4 There are also a range of multi-party external audit and transparency 

mechanisms. Because of the increasing calls for transparency, we take it these have failed to 

satisfy transparency expectations. There are limitations to taking a collaborative approach 

with a candidate company. Further the results of the work are, in most cases, likely to be 

compromised (whether as a matter of perception or reality) by a right of veto over publication. 

As a result, this first collaborative approach will usually inexorably lead to the second 

approach: compulsory access and transparency through legislation or other legal mandate.  

• The second approach is to have a State or group of States mandate a framework for the 

compulsory disclosure of information sought by outside parties, being information that 

platforms either do not wish to or cannot disclose. By a framework, we mean a system of 

rules and principles that reconfigure existing rights and obligations. This will inevitably lead to 

restrictions or alterations to particular rights or obligations that currently present obstacles to 

disclosure. These rights and obligations may be held by platforms, their users, their 

shareholders, and their directors. We say it is preferable to directly acknowledge that these 

rights and interest are being limited or amended in some way. This allows the various 

limitations to be imposed following a process of substantive justification. This will involve 

assembling a body of empirical evidence in order to adhere to human rights principles relating 

to legitimacy, necessity and proportionality. We expand on this topic later when considering 

the trade-offs and justifications faced by mandated transparency approaches.  

GPAI project proposes a collaborative approach to study 
recommender systems and TVEC 

The Otago GPAI project is aiming to take the first approach: a collaborative and voluntary one. It 

proposes to test this approach in relation to recommender system behaviour toward a particular class 

of harmful content: terrorist and violent extremist content (“TVEC”). Among a range of potential 

classes of harmful content, and particular relationships to be explored, TVEC has been chosen as a 

 

2 See: Second class of issues: issues arising from enhanced transparency, whether collaborative or 
mandated. 
3 See: Existing legislative proposals for transparency. 
4 ‘Public Statement from the Co-Chairs and European Advisory Committee of Social Science One’ 
<https://socialscience.one/blog/public-statement-european-advisory-committee-social-science-one> 
accessed 2 September 2021 
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particular case study given the opportunity created by commitments to examine algorithmic 

recommendation systems pursuant to the Christchurch Call and subsequent work plans.  

In this report, we set out some of the public policy issues that we anticipate arising from the project 

GPAI is undertaking. These issues relate to two classes of issues. 

First class of issues – adopting TVEC as a subject5 

The first class of issues stem from adopting TVEC as a subject of study. Studying TVEC produces 

consequent public policy issues that must be explicitly anticipated by the methodology and the 

research objectives.  

We bring insights to this from recent work we have done touching upon TVEC and content 

moderation by the platforms.6 Relevant challenges include definitional issues around what is meant 

by TVEC and who gets to decide what content is TVEC or not. Studying TVEC also leads to concerns 

related to the public policy implications of tracking user behaviour in relation to consumption and 

distribution of alleged TVEC as well as potential discriminatory behaviour.  

We think that, by adopting TVEC as a subject of study, the proposal is likely to face many of the 

issues that arise from proposing content-specific laws or standards for content moderation. In 

essence, by selecting a class of content (TVEC) the method imports all the definitional issues faced 

by people designing legal and technical systems for content moderation against TVEC. 

There is little we can do to resolve these in this report. All we can do is set them out so that the 

people looking to pursue the research can factor them into research design and procedure. These 

issues also illustrate to some extent why the platforms may insist on retaining supervision, oversight, 

or control over research touching on the platforms’ data, technical systems, or operational processes 

and policies.  

Second class of issues – collaborative approach to external study7  

The second class of issues relate to the collaborative approach being taken and the legal issues 

presented by taking that approach. Issues of this nature relate to the following.  

• Potential risks to user privacy from disclosing data.  

• Intellectual property risks from disclosing the details of how algorithmic systems operate.   

• Commercial confidentiality considerations from disclosing how business systems operate, 

including wider operational processes including human decision-making processes.  

• Assurance and integrity issues related to potential adversarial or antagonistic engagement 

with those systems once details are known.  

• The risk that selected disclosures about one class of systems leads to unintended disclosures 

about other classes of systems.  

• The rights of third parties who are neither users nor employees, but are contractors or 

consultants who perform operational functions.8  

In relation to this second class of issues, we think these illustrate the kinds of factores that are likely to 

arise when it comes to implementing legislation or regulation that imposes transparency and auditing 

regimes on social media companies. We lay these out in order to do what we can to contribute to the 

 

5 See below: First class of issues: adopting TVEC as a subject  
6 Above, fn 1. 
7 For a more detailed description, see below: Second class of issues: issues arising from enhanced 
transparency, whether collaborative or mandated. 
8 Consider for example the rights and interests of external contractors like Accenture or other smaller 
content moderation sub-contracting firms. See ‘How Facebook Relies on Accenture to Scrub Toxic 
Content - The New York Times’ <https://www.nytimes.com/2021/08/31/technology/facebook-
accenture-content-moderation.html> accessed 6 September 2021. 
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efficacy of calls of “transparency” for social media companies, noting these calls have attracted 

unparalleled global attention with the disclosures of Frances Haugen.9  

A human rights approach is useful to dealing with both classes of 
issues 

There is a common thread to both these sets of issues. That thread is drawn from human rights law 

and principles. In previous reports, we have said that regulation of social media platforms is difficult 

because:10 

1. We are still beginning to decide, let alone articulate, what the proper role of social media 

platforms is at a socio-political level globally. This issue creates difficulty when it comes to 

conceptualising and articulating what the platforms are meant to do and how they are meant 

to do it in order to meet the expectations of that role.  

2. We are still only beginning to articulate, in light of the expected role of social media 

companies, what the proper role of States is in relation to the platforms, and consequently 

how the law should be used by states to define the rights and liabilities of the companies, 

users, and governments as against each other.  

By a human rights approach, we mean an approach which starts with a consideration of the relevant 

human rights which are engaged by a particular research or regulatory proposal. When it comes to 

imposing regulation which might limit human rights, any limitations should adhere to longstanding 

principles of legality, necessity and proportionality.  

Human rights jurisprudence provides a rich, global and commonly understood starting point for 

discussion about how to reach conclusions on these issues. This will serve to accelerate the process 

of identifying points of consensus and dispute between various groups. We apply a human rights 

approach, so far as we can in the context of this project, to both the first and second classes of 

issues.  

As a result, we hope to illustrate some difficulties of pursuing transparency regulation in relation to 

social media companies, despite the broad appeal and substantive justifiability of transparency 

regulation. 

  

 

9 ‘Perspective | Facebook Hides Data Showing It Harms Users. Outside Scholars Need Access.’ 
Washington Post <https://www.washingtonpost.com/outlook/2021/10/05/facebook-research-data-
haugen-congress-regulation/> accessed 6 October 2021. 
10 Above, n 1. 
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WHAT ARE THE KEY FEATURES OF THE GPAI PROJECT? 

Before explaining the issues of law and policy we see arising from the GPAI project, we must first 

outline what that project proposes to do. This report has been written concurrently but separately from 

the GPAI technical report, although it has been written with the benefit of frequent discussions with 

the intent that cross referencing can occur between the reports.  

Because these reports are intended to be read together to a large extent, here we outline only the 

core features that we see as being relevant to the legal and public policy issues we propose to 

discuss. The authoritative statement of the methods and intent of the GPAI project should be taken 

from the GPAI report. 

Key features of the broader GPAI project 

The following describe our understanding of the key propositions adopted by the GPAI proposal.  

(1) Focus on “recommender systems”  

The GPAI project takes as its starting point the role of what are referred to as “recommender 

systems”. It adopts a particular definition for what is meant by a recommender system. It proposes to 

study how these recommender systems operate within social media companies’ systems.  

(2) Prima facie cause for concern about the impact of social media 
recommender systems 

The broader socio-political and academic context for the project stems from a concern that the social 

media platforms use algorithmic systems that have harmful effects. It makes the case that prima facie 

cause for concern about the operation of these systems has been demonstrated and that such 

concerns are worthy of further investigation. It is also suggested that such concerns could lead to or 

justify regulatory intervention, although arguing for regulatory intervention is not the focus of the 

project itself. 

(3) Recommender systems may be harmful because they distribute and 
expose people to harmful content  

The GPAI project rests at least partly on the proposition that recommender systems may be harmful 

because they recommend content that is harmful. As a result, it proceeds on the basis that harms 

might be generated by:  

• the bare distribution of the content,  

• by user exposure to the content, or  

• by user responses to being exposed to the content, whether online or offline.  

(4) Recommender systems can be harmful because they increase engagement 
and drive increased consumption of harmful categories of content 

Another harm that the GPAI proposal seeks to investigate relates to user responses to recommender 

systems. The project suggests that harms accrue not just from exposure to the content, but also due 

to the way that: 

• recommender systems increase the consumption of content generally, or  

• more specifically increase the consumption of content which is harmful.  

It is not just that they expose people to content, but also that people will return to consumer greater 

amounts of that content, and that harm results from greater consumption of the particular content. 
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(5) Proposal to assess whether these concerns are empirically justified by 
studying the recommender systems used by the platforms.  

The GPAI project aims to assess whether the prima facie cause for concern discussed in the literature 

and in public reporting is empirically justified by reference to studying the actual operation of a 

recommender system inside a social media company.  

(6) Proposal to adopt a collaborative approach in order to gain access to key 
information required for following “internal” methods  

The GPAI project outlines that there are methods for assessing recommender systems that are both 

externally situated and internally situated, from the perspective of where the researcher sits in relation 

to the company operating the recommender system.  

GPAI proposes to adopt a mixture of these approaches: while the research entity will sit outside of the 

companies, the project anticipates embedding a researcher inside the platform companies. It will do 

so by adopting a collaborative approach to engaging with social media companies.  

The project intends to publish only the results of the experiment, in a way that does not publish user 

data or confidential commercial information. Specifically, the material for publication will be limited 

primarily to a scientific paper that shows the strength of the hypothesised relationship. 

An important feature of this approach is that GPAI proposes to embed a researcher inside a company 

who is subject to confidentiality and non-disclosure arrangements. It is anticipated that the company 

involved will have legal authority to restrict what information can be published by the researchers, 

whether they are the internally embedded researcher(s) or the external partners to the internal 

researcher.  

(7) Proposal to orient the project toward terrorist and violent extremist content 

GPAI proposes to assess the relationships and effects described above in relation to a particular 

class of content, namely TVEC. TVEC has been selected in part to take advantage of the agreement 

by tech companies to study algorithmic recommendations and TVEC in the Christchurch Call. This 

broad agreement in the Call itself has been further adopted within an agreed work plan for 2021 and 

in public statements:11 

• Working across the Call Community we will develop methods to better understand ‘user 

journeys’ and the role algorithms and other processes may play in radicalisation; looking at how 

the online environment may amplify hatred and glorification of terrorism and violent extremism. 

… 

• Improving transparency from Governments and Online Service Providers on the policies, 

actions and tools used to counter terrorism and violent extremist content online; 

• Continuing to uphold international human rights law and fundamental freedoms online as well 

as a free, open and secure internet. 

It is this last feature of the proposal – its orientation toward TVEC – that we discuss first in this report 

in relation the first class of issues.  

 

  

 

11 Public commitments have also been made: see Christchurch Call Second Anniversary Summit – 
Co-Chair Statement <https://www.christchurchcall.com/second-anniversary-summit-en.pdf> accessed 
12 October 2021. 
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FIRST CLASS OF ISSUES: ADOPTING TVEC AS A SUBJECT  

GPAI’s proposed method raises a number of challenges from a law and public policy perspective. 

Some of these challenges may be more a matter of perception rather than reality. Further, they may 

not be insurmountable, however we believe they do need to be addressed directly.  

These challenges are complex. We can only summarise them here while acknowledging the deep 

knowledge that exists as a result of longstanding work by wider civil society, including NGOs, 

journalists, and academics.  

Item 1: The project must state the specific concerns and the 
precise relationship to be investigated 

When it comes to arguing that the companies should provide external access to their systems, 

whether to researchers or to regulators, we believe it is essential to state the precise relationship 

being investigated for both pragmatic and principled reasons. This is because the precise relationship 

being investigated will have implications for the scope and nature of the access being requested and 

delivered. The scope and nature of this access will be what dictates the extent and specifics of the 

legal and public policy issues involved. 

There are a range of potential relationships between a range of different systems and actors when it 

comes to studying the impact of social media products. For example, there is a complex web of 

potential causative links that could be explored among:  

• platform design; 

• user upload of content; 

• platform moderation of content;  

• content distribution, delivery, and consumption; 

• user decisions to flag or not to flag content that may infringe content moderation standards; 

• the impact on a user as a result of delivering content to them, as distinct from whether they 

have consumed it in a meaningful way;  

• consequent impact on user behaviour, whether online or offline, and whether immediately or 

cumulatively over a longer time period.  

Frequently, public discussion glosses over these nuanced distinctions and overlooks complex 

distinctions between correlation and causation. In any event, the strength of the evidence and 

whether it demonstrates correlative or causal links is bound to be a matter of ongoing expert 

investigation and debate.  

There are both practical and principled reasons for specificity in access requests and in the 

substantive justifications behind transparency and access regimes. We outline some of these below. 

Practical reasons for specificity 

At a practical level, a researcher or a regulator must be able to frame a request for access to specific 

information that is sufficiently targeted. Relevant questions include:  

• To what exactly is the external body seeking access? We think requests could cover the 

following loose categories: data (about user behaviour, about system operations, about non-

users, or about de-identified users), algorithms and algorithmic systems, user information, 

internally prepared summaries, operational or procedural documentation, legal opinions and 

internal advice, contractual arrangements with employees or consultants, or minutes of 

meetings and discussions.  

• Social media companies must be able to comply with the request and this is not possible if 

the request is overly broad or theoretically endless.  
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• Practically speaking, if a request is not sufficiently specific, external parties may not receive 

what they were expecting. That is likely to lead to impressions that companies have not 

delivered on what was requested, fuelling suspicions of bad faith, regardless of whether or 

not the companies intended to fulfil the request. 

• The relevant legal issues engaged by an access request depend heavily on what information 

is being sought, who is seeking it, and the purpose for seeking it. These specifics will also 

trigger different rights for different groups. It is difficult to begin to assess these issues without 

a specific factual matrix to analyse. 

• Connecting the practical and the principled, if we are unable to say what we want the 

companies to do now through collaborative approaches, it will be difficult to do so later 

through legislation.  

Principled reasons for specificity 

The principled reasons for specificity relate primarily to the way that access and transparency regimes 

are likely to be backed by a legislative mandate in the near future. At a principled level, any regulatory 

regime will impose access requirements in ways that inevitably impose restrictions on existing rights 

and interests. To the extent a human rights approach to these restrictions is to be followed, the 

restrictions should meet the following broad criteria.12  

• The restriction (the obligation to provide access) should be imposed by law. It should be 

capable of being reasonably clear and comprehensible. A company should be able to 

voluntarily comply in good faith. If the legal instrument being imposed on the companies is too 

vague or discretionary, then it risks becoming an arbitrary enforcement tool that can be used 

by States for selective and arbitrary enforcement. The principle of legality also requires 

recourse to legal dispute resolution procedures and rights of appeal in case of disputes about 

legal interpretation.  

• The restriction should be proportional to the harms involved and linked to a legitimate 

regulatory objective. For example, it is unlikely to be legitimate to impose transparency 

obligations that could hamper user freedom of expression if the alleged harm relates to 

identifying anonymous critics who are making true statements about democratically elected 

public officials. Further, to impose broad and non-specific transparency obligations could lead 

to onerous transparency obligations out of all proportion to the harms involved with significant 

implications for citizens. 

• In close association with obligations of legitimacy and proportionality, the restrictions imposed 

on the existing rights and obligations held by companies, users, employees, shareholders and 

directors must be necessary for achieving the specified regulatory objective. There must be a 

real link between the restrictions being imposed and the harms being caused, otherwise 

States could broadly assert there is a link between non-specific conduct and a vague harm 

and impose restrictions entirely unconnected with the conduct involved. Human rights bodies 

have concluded there must be a demonstrable connection between the restriction being 

imposed and the regulatory objective being pursued. 

At a principled level, it is not possible to conduct informed democratic debates that weigh and balance 

competing interests and trade-offs if we have not been adequately specific about what we are 

proposing to achieve and what we are proposing to alter in order to achieve that. For example, if we 

fail to recognise that transparency obligations are likely to impact on the rights of contractors or 

employees, then we are unable to account for these as part of the policy process.  

Another point to consider when it comes to weighing and balancing various human rights is that we 

must be clear about the breadth of the relevant human rights involved. A curious point to consider is 

the way that international human rights instruments (including the Universal Declaration) do confer 

 

12 Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion 
and expression, A/HRC/38/35, Human Rights Council, Thirty-eighth session (18 June – 16 July 2018). 
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some significance on rights to property, the right to be protected by the law from attacks on honour 

and reputation, and rights to intellectual property. This is not to say those rights are absolute or to 

express a personal view on how they should be weighed against matters like personal safety, to 

privacy, to freedom of conscience, and freedom from incitement to violence and discrimination. Our 

point is that all of these rights are engaged at some level by proposals to impose transparency 

requirements and the current global discussion about social media products. We cannot credibly 

weigh and balance them if we fail to realise they are engaged.  

Item 2: Using natural language rules and principles to 
classify/categorise content is conceptually and linguistically 
challenging  

It is difficult to use natural languages (English, for example) to delineate between categories of 

content or human expression which should be permitted or prohibited. One issue facing the GPAI 

project is that, even before we reach the point of computationally classifying content, it is difficult to 

say what is TVEC and what is not. Further, the best-efforts attempts adopted by governments and by 

civil society bodies involve the use of language that necessarily requires assessments of value, 

judgement, and degree. This will not be true in all cases: for example, it is difficult to reasonably argue 

that content like the Christchurch livestream videos is not TVEC. Some cases will be clear-cut. But 

the point is that generally speaking, it is difficult for the researchers and others to say what they mean 

when they refer to the category “TVEC”.  

The activity of placing content into categories is often referred to as “classification”. “Classification” is 

described by Gorwa et al13 as follows: 

Classification … assesses newly uploaded content that has no corresponding previous version in 

a database; rather, the aim is to put new content into one of a number of categories. 

“Classification” is an ambiguous word in a legal/technical context because it has different legal and 

technical meanings.  

• Computational classification refers to a task performed by computational systems (usually 

associated with machine learning). In a content moderation context, particularly in relation to 

TVEC, machine learning is used to make (often) probabilistic assessments about whether 

content breaches content moderation standards.14 Specifically in relation to TVEC, the 

companies sometimes use face and voice recognition to identify known terrorists, as well as 

symbol identification.  

• Classification is also a sociolegal activity conducted by censorship or content moderation 

bodies to make judgements about whether content sits in a particular category or not. The 

language of “classification” is still used in relation to age restrictions on movies, for example, 

and is reflected in the title of New Zealand’s censorship legislation.15 

The key point of item 2 is to recognise that even without the added complexity generated by the use 

of computational systems, content classification is a difficult exercise. This makes it difficult for the 

 

13 Gorwa R, Binns R and Katzenbach C, ‘Algorithmic Content Moderation: Technical and Political 
Challenges in the Automation of Platform Governance’ (2020) 7 Big Data & Society 
2053951719897945 
14 A defining event in the history of this practice is the genesis of the Syrian Archive organization, 
which resulted from increased use of ML classification by YouTube to automatically remove TVEC, 
and the destruction of evidence of war crimes in Syria. The use of such automated systems also 
frequently has discriminatory effects for all the usual reasons.  
15 The Films, Videos and Publications Classification Act 1993. 
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researchers to say what content they are targeting when they refer to TVEC. This compounds the 

difficulties referred to in our discussion of item 1.16  

We offer two examples illustrating how the articulation of natural language rules that are capable of 

sorting human expression into different categories is difficult. The first comes from a private ruleset, 

Twitter’s community guidelines. The second comes from legislation that pre-dates the ascendancy of 

the social media companies, New Zealand’s Films, Videos, Publications and Classification Act 1993.  

Example: Twitter rules on violence 

TVEC (terrorist and violent extremist content) is actually covered by a range of different community 

standards, not just one. One of the relevant standards on Twitter relates to extreme violence.  

Terrorism-based standards have historically relied on a State-designation process before a group can 

be identified as “terrorist”. This means lone actor attackers or de-centralised extremist movements 

may not meet the requirements for terrorism-related standards. Relying on violence-based standards 

to target terrorist content is one way to avoid such issues in a way that would, independently, justify 

the removal of the content. Twitter’s content moderation standards state:  

Violence: “You may not threaten violence against an individual or a group of people. We also 

prohibit the glorification of violence.”  

Against this broad standard, there are immediate exceptions, including: 

We recognize that some people use violent language as part of hyperbolic speech or between 

friends, so we also allow some forms of violent speech where it’s clear that there is no abusive or 

violent intent, e.g., “I’ll kill you for sending me that plot spoiler!”. … Under this policy, you can’t 

glorify, celebrate, praise or condone violent crimes, violent events where people were targeted 

because of their membership in a protected group, or the perpetrators of such acts. We define 

glorification to include praising, celebrating, or condoning statements, such as “I’m glad this 

happened”, “This person is my hero”, “I wish more people did things like this”, or “I hope this 

inspires others to act”. 

The most notable exception to this, which explains why TVEC can be a politically fraught area, is for 

cases where a user praises extreme violence conducted by a State: 

“Our focus is on preventing the glorification of violence that could inspire others to replicate 

violent acts, as well as violent events where protected groups were the primary targets or 

victims. Exceptions may be made for violent acts by state actors, where violence was not 

primarily targeting protected groups.” 

Example: New Zealand Films Videos Publications Classification Act 1993 

Another illustrative example is drawn from State-based legislation. New Zealand’s Films Videos 

Publications Classification Act 1993 confers powers on the Office of Film and Literature Classification 

to “classify” publications, which include a broad array of audio-visual or textual objects.  

While localised to New Zealand, this law does have some global impact given it makes possession 

and distribution of the Christchurch livestream and related publications a criminal offence punishable 

by imprisonment. Publications can be classified as objectionable pursuant to section 3 and dealing in 

objectionable publications is a criminal offence that can lead to imprisonment. A publication is given 

an “objectionable” classification following a decision-making process. It broadly relates to publications 

depicting child sexual exploitation material, terrorist or extremely violent content, and matters such as 

bestiality.  

The classification process to be followed is a staged one that directs attention to both what a 

publication depicts or describes, as well as whether it “promotes or supports, or tends to promote or 

support” particular harmful outcomes. In making that assessment, various matters “shall also be 

 

16 Item 1: The project must state the specific concerns and the precise relationship to be investigated 
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considered” which go to the likely context and impact of a publication in context. The articulation of 

these various contextual matters in a statute illustrates how the actual semantic significance of 

content cannot be realistically assessed in isolation from its context, including:17 

(a) the dominant effect of the publication as a whole: 

(b) the impact of the medium in which the publication is presented: 

(c) the character of the publication, including any merit, value, or importance that the publication 

has in relation to literary, artistic, social, cultural, educational, scientific, or other matters: 

(d) the persons, classes of persons, or age groups of the persons to whom the publication is 

intended or is likely to be made available: 

(e) the purpose for which the publication is intended to be used: 

(f) any other relevant circumstances relating to the intended or likely use of the publication. 

In summary, it is difficult to use language to create a set of categories that delineate between 

permissible and impermissible content. These difficulties are compounded by the semantic complexity 

of the content itself, which may have radically different “take-out” meanings depending on the context 

in which it is presented, including temporal context (the same thing said at a different time may have 

different significance) and based on the known features of the speaker.18 Even where these rules and 

principles are reduced to natural language, they will inevitably require a degree of interpretation and 

judgment in the way they are applied in specific cases. All of these things amplify the scope for 

reasonable argument about whether a given piece of content does or does not fall into a particular 

category.  

The effect of this for the GPAI project is that it complicates the exercise of articulating clearly what 

kind of content GPAI proposes to study,19 even before any questions of algorithmic classification and 

detection arise.20  

Item 3: The research project is proposing a category we 
understand as “TVEC-adjacent” content.  

The research project proposes to articulate a new category of content which is simultaneously not-

TVEC, but remains sufficiently connected to TVEC such that it is worthy of identification, tracking and 

scrutiny. This effectively proposes a new category of content in addition to what is already a fraught 

definitional area, as described in item 2.21 It is not clear to us how “TVEC-adjacent” content can be 

adequately defined. We note that, because TVEC is already banned from the platforms, the project’s 

real focus is on this TVEC-adjacent category, not TVEC itself. Therefore the ability to define this 

category is crucial.  

Examining content that is “TVEC-adjacent” (but not TVEC) raises issues from a legal and public policy 

perspective. 

1. To the extent that the project proposes to identify such content by tracking user journeys, this 

will raise concerns about privacy and about potential discrimination. For example, how strong 

does the link need to be between “not-TVEC” and the likelihood of subsequent consumption 

 

17 Films, Videos and Publications Act 1993, s 3. 
18 Slurs and terms of abuse can be empowering or objectionable depending on who is speaking and 
to whom, with some terms being reclaimed by black Americans and by people who are LGBTQI. 
19 Related to Item 1: The project must state the specific concerns and the precise relationship to be 
investigated. 
20 Item 7: Challenges arising from automated classification of content. 
21 Item 2: Using natural language rules and principles to classify/categorise content is conceptually 
and linguistically challenging 
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of TVEC before it is unjustifiably discriminatory to link such content with TVEC? One risk that 

civil society groups will anticipate is that, for example, content in Arabic or that discusses 

Islam might be more likely to be classified as TVEC-adjacent than other kinds of equally 

qualifying content.  

2. There is a real risk that a conclusion that “people who eventually watch TVEC also watch this” 

could lead to a conclusion that “people who watch this are likely to commit a TVEC-related 

crime”. Once the platforms become aware of this knowledge, what should they do with it? 

This raises ethical risks. It is also worth considering, in light of recent events, how such work 

could be reported on publicly by news media and how regulators and the public might react if 

they knew such knowledge existed, or such research was taking place.  

3. This raises questions of temporality and proximity. It also encourages researchers to draw 

conclusions from an incomplete dataset – i.e. the user’s total information exposure cannot be 

known.22 There is no means for researchers to know what information a user consumed 

elsewhere on the internet, or in physical books, or on television, or in conversation. Any of 

this information might have had a causative effect on the user consuming TVEC at some later 

point, potentially greater than the information consumed by the user on the platform.  
4. From a law and public policy perspective, generating research that could reasonably support 

a conclusion that someone could commit a TVEC-related offence could be difficult for the 

platforms who, in some jurisdictions, have obligations to report TVEC-related conduct to law 

enforcement bodies. 

5. Another point that must be considered is the way that the platform companies have 

collaborative relationships with civil society groups built on the premise that transparency and 

trust are important: specifically, the GIFCT. A core concern held by civil society groups is that 

the platforms may become unjustifiable and unaccountable surveillance and discrimination 

tools for nation states seeking to persecute legitimate political opponents or minority groups. 

We anticipate that a category of “TVEC-adjacent” content, if not adequately defined, could 

cause concern to these groups. 

Civil society groups collaborating with groups such as GIFCT are concerned about the risk that 

gradually broadening definitions of TVEC can lead to greater intrusions in areas that were previously 

off-limits to State restriction. The GIFCT transparency working group recently published a report 

expressing concerns about “scope creep”:23 

“Definitions and Concerns of Scope Creep: Participants pointed out the  need  to  carefully  parse  

out  what  scope  creep  is. GIFCT work is not about “objectionable” or wider “harmful” content. It 

is about definable terrorist  and  violent  extremist  content.  There  are  cultural  sensitivities and 

no agreed definitions for “extremism” or “radicalized” content.” 

It is very likely that proposing a TVEC-adjacent category will trigger similar concerns.  

Item 4: The proposal will need to adopt a definition of TVEC from a 
range of possible sources, which could generate objections  

Taking TVEC as an example, there are a range of different institutional definitions for articulating the 

natural language rules and principles referred to in item 2. These definitions could be drawn from: 

 

22 This is one issue faced by the Royal Commission of Inquiry into the terrorist attack on Christchurch 
masjidain on 15 March 2019 given the attacker’s use of virtual private networks and other 
technologies for obscuring his internet behaviour. They faced this difficulty even with some access to 
the resources and insights from investigations by national security and intelligence agencies.  
23 ‘GIFCT Transparency Working Group: One-Year Review of Discussions’ (2021) 
<https://gifct.org/wp-content/uploads/2021/07/GIFCT-WorkingGroup21-OneYearReview.pdf> 
accessed 7 September 2021 at p 11.  
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• Companies’ respective community moderation standards (bearing in mind these are 

frequently supplemented by detailed decision-making guidelines and decision-tree documents 

for the actual moderators applying them).  

• Definitions by multilateral institutions that include States, such as Tech Against Terrorism or 

the EU Codes of Practice on disinformation.24 

• Definitions by multilateral institutions that do not include States, such as GIFCT or the Global 

Network Initiative. 

• Civil society groups. 

• Academic writing. 

• State-level legislation and regulation, for example from the European Union or from individual 

States. Specific examples might include the Australian Abhorrent Violent Material 

amendments, or the EU 24-hour terrorist content law. 

The research project may have to adopt one of these definitions and this will carry with it political and 

legal implications. What we mean is that the researchers will be perceived to have adopted a position 

on what should or should not be categorised as TVEC by choosing one definition over another, and 

thereby to have committed to a political position. This might raise issues of perception both for the 

research project itself and for the candidate company participating in the collaboration.   

It seems likely to us that the project will have to adopt a definition based on the definition which is 

operationalised by the platform companies. The companies’ own definitions are likely to be embedded 

in their existing systems and reflected in their existing datasets. This is likely to import all of the 

strengths, biases or limitations incorporated into a specific company’s given approach and thereby 

expose the research project to those same criticisms. 

Item 5: Classifying content using natural language rules and 
principles raises significant public policy issues around human 
rights like freedom of expression.  

Decisions to articulate categories of human expression and to apply them occur against the 

background of the human right to freedom of expression. The human right to freedom of expression is 

not absolute and rights to expression can be limited by State-level legislation for a range of justifiable 

reasons, including to protect the rights of others.  

The GPAI project will be required to adopt a definition of TVEC (and of TVEC-adjacent content) which 

will engage legal and policy issues around freedom of expression. These can only be assessed once 

a particular categorisation has been adopted, in light of the issues we raise at items 2-4. The GPAI 

project should be aware of this as it works toward taking a collaborative approach. 

Item 6: Among a range of possible subjects, TVEC is one of the 
most politically and conceptually contested  

Political and legal implications of categorising TVEC 

To people not acquainted with the literature around politics, international relations, law and other 

related areas, the definition of “terrorist and violent extremist content” can seem clear cut and easy to 

 

24 ‘The EU Code of Conduct on Countering Illegal Hate Speech Online’ (European Commission - 
European Commission) <https://ec.europa.eu/info/policies/justice-and-fundamental-rights/combatting-
discrimination/racism-and-xenophobia/eu-code-conduct-countering-illegal-hate-speech-online_en> 
accessed 1 April 2021. 
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apply. By contrast, it is one of the more hotly contested areas that could be used to explore the issues 

related to content moderation and freedom of expression.25  

The consequences of a State labelling an individual or a group as a terrorist or violent extremist 

organisation are significant. When a State can successfully allege that a person or group fall into the 

category of terrorists or violent extremists, they can leverage the full power of the State to interfere in 

that group’s operations and expression. Further, if a State identifies any legal limitations on its ability 

to respond to a terrorist threat, then it can use the risk of violence to justify broad erosions of civil 

liberties and human rights to privacy, due process and freedom of association. In fact, this reactive 

limitation on civil liberties by States in the name of safety is one of the key harms that can flow from a 

terrorist incident.  

States also use violence and suppress human rights. Because States also use violence for political 

purposes, the task of framing what is and is not “terrorist” or “violent extremist” behaviour inevitably 

imports assumptions about when the use of violence or the use of expression that legitimises violence 

is acceptable.  

This makes the definition a qualitative and value-laden one to apply, even if the narrowest possible 

definitions are adopted. For example, even the commission of violent acts by authorised State actors 

acting within domestic law can be a grave abuse of human rights that might ordinarily meet a plain 

language definition of terrorism.  

GIFCT taxonomy for shared hash database and common definitions 

The relevant issues we have grouped under items 2,26 3,27 4,28 529 and 630 are exemplified by the 

GIFCT’s attempt to find a common definition of “TVEC”.  

The GIFCT recently commissioned a human rights impact assessment report on itself and its key 

operational features as an organisation. The human rights impact assessment dealt with a question 

related to whether definitions of TVEC could be harmonised across GIFCT or across the platforms. 

The report concluded:31 

We note the debate about competing and conflicting definitions of terrorist content, with concern 

that some existing government definitions of terrorist content may encompass legitimate 

expression protected under international human rights law. Overall, this assessment surfaced 

widely-held skepticism toward GIFCT creating a shared definition of terrorist and violent 

extremist content, and BSR has come to agree with this sentiment. We believe this task properly 

resides with governments, and acknowledge both the huge challenge of reaching consensus and 

the fact that companies operating in very different contexts may need different definitions. 

However, while stopping short of a shared definition, we do believe that creating a common 

understanding of terrorist and violent extremist content—even if companies choose to adapt their 

own precise definitions—would have considerable value. Benefits would include (1) pushing 

back against overbroad definitions of terrorist and violent extremist content deployed by 

governments; (2) improving the capability of smaller companies without extensive policy teams to 

 

25 We note the summary of various kinds of harmful content in part 2 of the GPAI technical report. 
26 Item 2: Using natural language rules and principles to classify/categorise content is conceptually 
and linguistically challenging 
27 Item 3: The research project is proposing a category we understand as “TVEC-adjacent” content. 
28 Item 4: The proposal will need to adopt a definition of TVEC from a range of possible sources, 
which could generate objections 
29 Item 5: Classifying content using natural language rules and principles raises significant public 
policy issues around human rights like freedom of expression. 
30 Item 6: Among a range of possible subjects, TVEC is one of the most politically and conceptually 
contested 
31 ‘Human Rights Impact Assessment: Global Internet Forum to Counter Terrorism | Reports | BSR’ 
<https://www.bsr.org/en/our-insights/report-view/human-rights-impact-assessment-global-internet-
forum-to-counter-terrorism> accessed 6 September 2021. 
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establish their own definitions; (3) establishing a bulwark against “slippery slope” definitions of 

terrorist and violent extremist content that may extend too far into other forms of speech, thereby 

presenting risks for freedom of expression; and (4) improving shared awareness of the 

relationship between human rights and terrorist and violent extremist content. In addition, we 

note that the multi-stakeholder setting of GIFCT is an excellent opportunity to improve 

understanding, generate increased consensus, and enhance the shared mission of GIFCT 

participants. BSR recommends starting with a common understanding of terrorist content, then 

moving on to violent extremist content, which presents a more complex challenge given its 

adjacency with broader notions of hate speech and extremist (but not violent) content. 

By way of illustration, the BSR point to a range of “models of a shared definition”, including: 

Article 3(1) of the EU regulation on preventing the dissemination of terrorist content online or the 

definition proposed by the Special Rapporteur on the promotion and protection of human rights 

and fundamental freedoms while countering terrorism as existing definitions to adopt—while 

others had in mind the much longer and detailed definitions that are actionable by companies. 

To illustrate the kinds of features involved in defining TVEC, we reproduce BSR’s summary of art 3(1) 

of the EU regulation: 

… terrorist content means one or more of the following: (a) inciting or advocating, including by 

glorifying, the commission of terrorist offenses, thereby causing a danger that such acts be 

committed; (b) encouraging the contribution to terrorist offenses; (c) promoting the activities of a 

terrorist group, in particular by encouraging the participation in or support of a terrorist group; (d) 

instructing on methods or techniques for the purpose of committing terrorist offenses. 

BSR recommended that a multi-stakeholder approach be adopted for development of relevant 

definitions and taxonomies. Its proposed stakeholder exercise illustrates just how wide-ranging and 

complex such an exercise can be: 

BSR proposes that the common understanding be created in a collaborative and multi-

stakeholder manner, including the new IAC taxonomy subgroup, relevant working groups, and 

Global Network on Extremism and Technology (GNET), the academic research arm of GIFCT 

GNET research. There should be consultation with relevant UN Special Rapporteurs, dialogue 

with affected stakeholders, and transparency about how final resolutions are reached. These 

common understandings should be written to a level of granularity that is actionable and practical 

for companies to use, including, but not limited to, requirements for content added to the hash-

sharing database. While each company will likely retain its own definition, these common 

understandings can shape and inform the work of GIFCT. They should be reviewed on a regular 

basis to ensure they accurately reflect reality and adequately limit overreach. 

Categorisation of TVEC is usually contestable and fact specific 

Even if a definition can be agreed, the question of whether a given piece of content meets that 

definition is a complex one. A feature of assessing whether content is or is not TVEC is that it 

frequently relies on the ability to assess the intent or objective of the speaker. This is difficult because 

it requires nuanced evidential assessments of the statements made (or implicit in the content), as well 

arguments about the likely conclusions that will be drawn subjectively in the mind of an audience.  

Because the categorisation of content as TVEC or not-TVEC is usually arguable, this creates an 

opportunity to skew qualitative assessments of content depending on whether or not the categoriser 

wishes to restrict the content or not. In essence, someone wishing to silence someone can take a 

broader or narrower interpretation of their words, where a more charitable interpretation might have 

prevented that restriction.32 Depending on the approach of the enforcement body, the qualitative 

 

32 Susan Benesch has suggested an empirical methodology for the platforms to assess how a 
statement that may be an incitement to violence is being understood by people based on assessing 
user engagement in response to a post: see the dangerous speech project led by Susan Benesch. 
‘Op Ed: To Keep Social Media from Inciting Violence, Focus on Responses to Posts More than the 
Posts Themselves | Dangerous Speech Project’ (Dangerous Speech Project |, 31 May 2021) 
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breadth of incitements to violence can work either in favour of the inciter or in favour of the moderator. 

People calling for violence or genocidal actions may seldom directly call for them in unambiguous 

terms, meaning their words must be construed in context and a complex argument made about why 

they are an incitement.  

When it comes to platform assessments of incitement to violence, the context may include statements 

made outside a platform. This approach informed the Oversight Board’s analysis of Facebook’s 

decision to suspend President Trump:33 

To understand the risk posed by the 6 January posts, the Board assessed Mr Trump's Facebook 

and Instagram posts and off-platform comments since the November election. In maintaining an 

unfounded narrative of electoral fraud and persistent calls to action, Mr Trump created an 

environment where a serious risk of violence was possible. On 6 January, Mr Trump's words of 

support to those involved in the riot legitimised their violent actions. Although the messages 

included a seemingly perfunctory call for people to act peacefully, this was insufficient to defuse 

the tensions and remove the risk of harm that his supporting statements contributed to. It was 

appropriate for Facebook to interpret Mr Trump's posts on 6 January in the context of escalating 

tensions in the United States and Mr Trump's statements in other media and at public events.  

 As part of its analysis, the Board drew upon the six factors from the Rabat Plan of Action to 

assess the capacity of speech to create a serious risk of inciting discrimination, violence or other 

lawless action[, including]: context …; status of the speaker …; intent …; content and form …; 

extent and reach …; imminence of harm …. 

The Trump decision also illustrates why the definition of TVEC and its application in any specific case 

is so hotly contested: the authority to label President Trump’s actions or his supporters’ actions as 

being TVEC-related could lead to a range of outcomes that authorise state use of power against an 

elected president.  

Contemporary examples 

A contemporary example (among many) is the incident in May 2021 when a plane travelling from 

Greece to Lithuania was grounded in order to detain Roman Protasevich.34  

Mr Protasevich is a former editor of Nexta, a dissident media operation with a popular Telegram 

messenger channel. He left Belarus in 2019 and has been living in exile in Lithuania. Nexta 

became a significant channel for protesters challenging the August 2020 presidential election in 

Belarus, widely condemned as rigged. 

Protasevich has been dealt with using laws directed toward terrorism and inciting unrest, according to 

the BBC:35 

Mr Protasevich faces charges of organising mass unrest after covering the events of the 2020 

presidential election from abroad. The offence carries a possible jail term of up to 15 years. 

However, Mr Protasevich tweeted a KGB list of terrorism suspects last year, adding that he had 

been placed on it alongside Islamic State jihadists. Terror offences reportedly carry the death 

penalty in Belarus. Opposition figures and independent journalists have been arrested in large 

numbers in Belarus in recent months. Human rights group Viasna reports that 472 people are 

being held as political prisoners. 

Another recent example is the way that an “extremist” designation was applied to Alexei Navalny and 

his “Anticorruption Foundation” in Russia. The organisation had created a “smart voting” app to 

 

<https://dangerousspeech.org/to-keep-social-media-from-inciting-violence-focus-on-responses-to-
posts-more-than-the-posts-themselves/> accessed 7 September 2021 
33 ‘Oversight Board, Case Decision 2021-001-FB-FBR’ (6 May 2021):  
 <https://www.oversightboard.com/decision/FB-691QAMHJ> accessed 7 September 2021 
34 ‘Belarus Plane: What We Know and What We Don’t’ BBC News (25 June 2021) 
<https://www.bbc.com/news/world-europe-57239521> accessed 7 September 2021 
35 Ibid. 
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enable strategic voting in federal elections. The extremist designation led to the “smart voting” app 

being removed from Google and Apple’s app stores. It also allowed authorities to threaten 

prosecution against Apple and Google and its employees personally for refusing to remove it. 

Extremist designations also expose users to risk of prosecution if they disseminate information 

connected with that organisation.36   

The question of whether TVEC can be defined and how that definition should be framed is a live issue 

for the tech companies and for collaborative bodies such as GIFCT.  

Item 7: Challenges arising from automated classification of content  

The GPAI report notes that its proposed method relies on the use of automated classifiers to 

categorise content. It also notes the limitations of these methods. Here, we give a generic overview of 

the kinds of legal and public policy issues that are likely to be engaged by the use of automated 

classifiers in the context of TVEC.  

Automated classification may be inaccurate or discriminatory 

The core difficulty with any algorithmic classification of content is that algorithmic systems find it 

difficult to assess the complete semantic meaning of a statement as it might be understood by an 

informed person in a particular social context. Generally, algorithmic systems are restricted to 

assessing the content itself. In this sense, they perform poorly when it comes to assessing how 

context creates and alters the meaning of a statement as it might be understood by a user. This task 

is complicated further when the content being classified is audio-visual material like pictures or 

videos.37 Classifying content as falling within the TVEC category can rest heavily on the ability to 

assess these contextual indicators. As discussed, classification decisions can also rely heavily on 

inferences about the likely intent of the content creator based on a range of features of the content 

itself and its context. 

The matter of algorithmic false positives and false negatives will be well known to GPAI, but the 

diagram below may be helpful to policymakers. These are usefully outlined below:38 

 
 

36 ‘The Lawfare Podcast: Russia Cracks Down on Social Media’ (Lawfare, 7 October 2021) 
<https://www.lawfareblog.com/lawfare-podcast-russia-cracks-down-social-media> accessed 10 
October 2021 
37 Explored in detail in Shenkman C, Thakur D and Llansó E, ‘Do You See What I See? Capabilities 
and Limits of Automated Multimedia Content Analysis’ (Centre for Democracy and Technology 2021). 
38 Cambridge Consultants, on behalf of Ofcom UK, ‘Use of AI in Online Content Moderation’ (2019) 
<https://www.ofcom.org.uk/__data/assets/pdf_file/0028/157249/cambridge-consultants-ai-content-
moderation.pdf> accessed 7 September 2021 
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The European Commission has adopted a proposal to impose legal requirements on platforms to 

remove TVEC within 24 hours. This proposal has caused significant concern among human rights 

groups. Some of these concerns rest on the short compliance timeframes available to the platforms 

and the way that this will induce reliance on automated systems for detecting and removing such 

content. A joint letter was produced and sent by three UN special rapporteurs: on freedom of 

expression, privacy and counter-terrorism. That letter gives a concise overview of the likely legal and 

public policy issues raised by undue reliance on automated classification systems.39 

The Special Rapporteurs also note that the use of automated tools for content regulation, as 

required under the draft Regulation, comes with serious limitations and aggravates the risk of 

pre-publication censorship. Algorithms frequently have an inadequate understanding of context 

and many available tools, such as natural language processing algorithms, do not have the same 

reliability rate across different contexts. They have, at times, also been shown susceptible to 

amplifying existing biases. Moreover, considering the volume of user content that many hosting 

service providers are confronted with, even the use of algorithms with a very high accuracy rate 

potentially results in hundreds of thousands of wrong decisions leading to screening that is over- 

or under-inclusive. The Special Rapporteurs note that Article 9 of the Proposal requests Internet 

platforms making use of automated tools to provide “effective and appropriate” safeguards to 

ensure that decisions taken pursuant to the Regulation are “accurate and well-founded”. They 

however wish to highlight that ensuring accurate and well-founded decision-making involving the 

use of automated tools requires a human rights-based approach to be at the centre of the 

design, deployment, and implementation of artificial intelligence systems. They further contend 

that such systems must be subject to human rights impact assessments, periodic independent 

audits, safeguards ensuring adequate user notice and consent, and robust oversight, including 

human oversight, of their functioning and use. 

In summary, the accuracy of automated content classifiers is already of concern across a range of 

human rights-related areas and these concerns will be brought to bear on the GPAI project.  

The accuracy of automated content classification tools has acquired a heightened public significance 

in light of the allegations made by Frances Haugen about the accuracy of Facebook’s AI systems for 

detecting violating content. One of Haugen’s core concerns relates to the way that recommender 

systems can and will recommend content that violates content moderation standards, but has been 

missed by automated classification tools:40  

Facebook says "We can do it safely because we have AI. The Artificial intelligence will find the 

bad content that we know our engagement-based ranking is promoting". They've written blog 

posts on how they know engagement-based ranking is dangerous, but the AI will save us. 

Facebook's own research says they cannot adequately identify dangerous content and as a 

result those dangerous algorithms that they admit are picking up the extreme sentiments, the 

division, they can't protect us from the harms that they know exist in their own system. 

This heightened awareness of the accuracy of content moderation classifiers – such as those for 

detecting TVEC – will be one matter relevant to public perception of the GPAI project and the 

companies’ willingness to pursue a collaborative approach.  

 

39 David Kaye, Joseph Cannataci, Fionnuala Ni Aolain, ‘Mandates of the Special Rapporteur on the 
Promotion and Protection of the Right to Freedom of  Opinion and Expression; the Special 
Rapporteur on the Right to Privacy and the Special Rapporteur  on the Promotion and Protection of 
Human Rights and Fundamental Freedoms While Countering  Terrorism. Letter Regarding the 
European Commission’s Proposal for a Regulation on  Preventing  the  Dissemination  of  Terrorist  
Content  Online  to  Complement Directive 2017/541 on Combating Terrorism. OL OTH 71/2018’ (7 
December 2018) 
<https://spcommreports.ohchr.org/TMResultsBase/DownLoadPublicCommunicationFile?gId=24234> 
accessed 6 September 2021 
40 C-SPAN, Facebook Whistleblower Frances Haugen Testifies before Senate Commerce Committee 
(2021) <https://www.youtube.com/watch?v=GOnpVQnv5Cw> accessed 12 October 2021 
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Automated classification may not reflect natural language categories adopted  

In items 2-6, we have outlined a range of issues that mean it is difficult to articulate clear categories 

for content in natural language. Even if these conceptual issues can be resolved, another issue is that 

the project rests on the ability to use computational systems to identify content in ways that reflect 

these categories. There is a risk that the automated classification system being used does not 

actually reflect the natural language categories adopted by the research team. This may undermine 

the ability to make claims about user engagement with TVEC or user journeys toward TVEC, because 

the material being identified by the system may be different from the content that categorisation is 

intended to identify. 

We also urge caution about any suggestion that the GIFCT shared hash database can be used as a 

kind of proxy definition of TVEC shaped by practice rather than ex ante rule-making. We urge caution 

about this for the following reasons: 

1. It is likely this would be an expanded functional use of the shared hash database. This is 

unlikely to be accepted by civil society groups and may jeopardise companies’ relationships 

with those groups. The gradually expanding use of the shared hash database is already a 

matter of concern to academic commentators and civil society groups. 

2. The shared hash database predominantly includes audio-visual material and may not include 

text-based material. It was recently announced that terrorist manifestos would be added to 

the database but this may not yet have been implemented. Using the database as a kind of 

definition will therefore exclude a whole class of content which is likely to be of interest to the 

researchers. 

3. There is a reasonable prospect that there is no central register of what content is held in the 

shared hash database. We understand that the processes for adding content to the database 

are ad hoc and unique to each company. One issue faced by the companies is that there can 

be legal consequences for them if they store copies of the illegal content they are adding to 

the database. It may be that actual records of what a hash refers to have been deleted once 

the hash has been added to the database.  

4. The shared hash database stores hashes, but not the content itself. The content cannot be 

recreated from these hashes. Any use of the shared hash database would therefore have to 

perform some kind of comparison between the hash of content on the platform and a hash in 

the shared hash database. This will need to be incorporated into research design.  

5. It is increasingly clear that the hashes added to the database have been produced through 

perceptual hashing techniques, which aim to identify matching content according to relevant 

semantic features, rather than the fact they are digitally identical. This may raise issues of 

false positive and false negative detections.  

6. There is no identifiable or externally scrutable quality assurance process for verifying the 

legitimacy of a decision by any one company to add content to the shared hash database. 

This has undermined public perception of the legitimacy of the shared hash database. This 

ought to be considered if GPAI is proposing to treat the database as a good indicator of 

definitional consensus or common practice.   

7. Some of the hashes added to the database have been added under crisis conditions, 

particularly during the activation of the GIFCT Content Incident Protocol, used to respond to 

live terrorist incidents in Christchurch, Halle and Arizona. There is therefore a risk that hashes 

have been added erroneously, or by way of over-inclusion, in order to err on the side of user 

safety. 

8. The composition of the shared hash database is weighted toward particular CIP incidents 

where high volumes of content was produced as part of an attack. Specifically, there is a 

much higher quantity of content connected to, for example, the Christchurch attack (6.8%) 

rather than the Halle (2%) and Arizona (0.1%) attacks.41  

 

41 See GIFCT Transparency Report for 2020: <https://gifct.org/wp-content/uploads/2020/10/GIFCT-
Transparency-Report-July-2020-Final.pdf>. 
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9. Anything in the shared hash database is likely to have been removed from the platforms 

already using automated matching techniques. This may mean hashed content has limited 

value for mapping user journeys. 

To summarise, the use of the GIFCT shared hash database as a kind of “definition by practice” is the 

exact kind of scope creep that civil society groups are concerned about in relation to both the use of 

the shared hash database, the role of GIFCT, and the expanding definitions of TVEC. Further, there 

are a range of factors to consider that may undermine any suggestion that the shared hash database 

is either substantively or procedurally legitimate as an indicator of an emerging consensus definition.  

Statistical proxies for the law may be illegitimate 

There is another emerging view which we believe is important for GPAI to consider. We associate this 

view with the work of the CoHUBICOL project, funded by the European Research Council and led by 

Professor Mireille Hildebrandt.42  

We understand Hildebrandt and her collaborators to argue that there is a fundamental difference 

between articulating what the law is through statistical methods, as opposed to the principled doctrinal 

reasoning methods followed by lawyers. Hildebrandt asserts that the doctrinal reasoning methods 

used to arrive at a correct interpretation of the law are closely linked to law’s history as a tool for 

imposing limits on executive power through the technology of written text. Using statistical comparison 

in order to arrive at a correct understanding of the law fails to apply the method that gives legal 

interpretation its legitimacy, and therefore statistically derived interpretations lack that legitimacy. We 

think these concerns are engaged by any suggestion that:  

• a legal definition of TVEC can be constructed by statistical comparison with the existing 

shared hash database; and 

• that automated classifiers which use statistical methods are any reflection of the natural 

language categories adopted by the researchers following items 2-6. 

We think that Hildebrandt’s concerns are not alleviated by the literature that questions whether human 

decision-making is really as scrutable as we think it is when it comes to automated decisions.43 

Hildebrandt’s concerns are wider than whether a decision-maker is giving adequate reasons for the 

decision they have made. They relate to whether the interpretation of the law embedded in that 

system has any legitimacy. The outcome is not that the system is wrong in fact, it is that the system is 

wrong in law, because it has not applied a correct understanding of what the law requires. It is about 

legitimising an interpretation of the law that has been adopted by reference to reasons that the law 

recognises as legitimate. This is an emerging and complex area of jurisprudence which we refer to 

here and follow with interest.  

Reputational and commercial risk from scrutiny of related systems 

One point acknowledged in the GPAI report is that the accuracy of the existing content classification 

systems used by the companies may be very low. Further, these issues with the accuracy of 

classification systems may be present not just in content ranking algorithms, but may also apply to 

assessments of user interests and ad-targeting. We think this is an important point to consider from a 

legal and public policy perspective.   

It remains possible that, in reality or as a matter of perception, the companies’ core systems for 

delivering targeted content to users based on their interests are actually not that good. If that was the 

case, they would be extremely cautious about disclosing insights into how those systems work 

 

42 See a recent COHUBICOL working paper: <https://publications.cohubicol.com/working-papers/text-
driven-normativity/>. See also Hildebrandt M, ‘The Adaptive Nature of Text-Driven Law’ (November 
2020) Journal of Cross-disciplinary Research in Computational Law.  
43 Zerilli J and others, ‘Transparency in Algorithmic and Human Decision-Making: Is There a Double 
Standard?’ <https://www.repository.cam.ac.uk/handle/1810/299973> accessed 29 September 2021. 
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because it would undermine the core product they’re selling.44 It was frequently noted in response to 

the Cambridge Analytica incident that the actual contribution of microtargeting ads towards behaviour 

(let alone how they vote) cannot actually be shown. In Frances Haugen’s testimony before the United 

States Congress, the question of fraudulent claims about advertising was also raised by a member of 

the committee. 

Item 8: The content being investigated is already contrary to 
platform terms of service. Distributing that content may also be 
illegal.  

In practice, there are very narrow categories of content where bare possession of it or distribution of it 

creates a harm significant enough that it will attract legal consequences. These categories include 

child sexual abuse material (CSAM), terrorist propaganda or extremely violent material, and the 

distribution of material which is subject to intellectual property rights, or is private or confidential. In 

practice, the platforms already have a range of systems for restricting the distribution of such content. 

These systems presumably work by removing that content from the pool of content available to a 

recommender system for recommendation to a user.  

This relationship has been a key point emphasised by Frances Haugen. Haugen has pointed out 

more than once her opinion that the information she has released, or that Facebook otherwise holds, 

shows: 

• Integrity systems, or content moderation systems, are largely automated, and this 

automation is inadequate for catching all infringing content. Further, some systems are 

simply unable to operate on content in particular human languages, or where human 

content moderators are not available.  

• Recommender systems will recommend content that is likely to breach social media 

company guidelines. Because of technical and administrative deficiencies in integrity and 

content moderation systems, recommender systems have a tendency to recommend 

violative-but-missed content to users.  

Another key point to consider is that it creates legal and reputational risks for the platforms to accept 

that such material is present on their platforms and they certainly cannot leave it on the platforms if it 

has been algorithmically identified: in some jurisdictions this would lead to legal penalties; in others, it 

would drastically increase political interest in regulating content moderation. 

We note that the GPAI technical report outlines suggested methodologies that nevertheless can be 

used to assess the core dynamic they wish to investigate – a user journey from not-TVEC, to TVEC-

adjacent, to TVEC. Nonetheless, the methodology must be designed to anticipate the contextual 

factors we raise here. It may be difficult to communicate any limitations on the findings that result and 

this will be another point of risk anticipated by the companies.  

Item 9: The project proceeds on the basis that user exposure to 
legal, non-violative content might justify intervention 

The GPAI project is oriented toward a better empirical understanding of how recommender systems 

work inside a candidate company. The precise relationship being investigated is the tendency for 

recommender systems to target content to users and distribute it to them. The project anticipates that, 

if the hypothesised relationship it aims to investigate exists, then this may be harmful, and regulators 

may wish to intervene. In adopting that position, it seems the GPAI project must inevitably adopt the 

 

44 Bernstein J, ‘Bad News: Selling the Story of Disinformation’ (2021) September 2021 Harper’s 
Magazine <https://harpers.org/archive/2021/09/bad-news-selling-the-story-of-disinformation/> 
accessed 6 September 2021 
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position that bare distribution of content – for example, by a recommender system – whether or not it 

is consumed, and whether or not it has a demonstrable impact on a user, may reach a threshold of 

harm that justifies regulatory interest.  

We raise this because it is important for answering the following question: if we do find that 

recommender systems produce, in some users, exposure to content that influences them to view 

similar content that is slightly more “extreme” each time, but is never unlawful or a breach of 

moderation standards, what then?45 It is not even clear what why extremeness or radicalness is 

relevant. 

As explained at item 8, there are few categories of content where law or public policy dictates that the 

bare distribution of such content is unlawful. TVEC and child sexual abuse material are two obvious 

examples. However, the GPAI project will only encounter such content on the platform if that content 

has been missed by algorithmic detection systems. The companies routinely remove and prevent this 

content wherever they are aware of it. They are exposed to legal, financial and regulatory risk if it is 

found that their systems are missing this illegal content.  

Of the content that remains, it is by definition not illegal and not contrary to platform guidelines. The 

GPAI project is premised on the idea that the distribution of content which is not illegal, and not 

contrary to platform community guidelines, may potentially be worthy of regulatory attention. This 

strikes to the core of the debate about whether there is any legitimate interest in States or others 

hampering the distribution of – not just “awful but lawful” content – but content which may not even be 

awful. This is likely to have public policy and reputational implications for the GPAI project and for any 

platform collaborator.    

Item 10: The researchers’ findings will have serious impacts on the 
platforms in a range of regulatory areas 

If the researchers were to find that the recommender systems have the effect they are testing, then 

this finding will have direct impacts on the way the platforms are perceived reputationally. This 

knowledge may also create legal risks for them, insofar as they are perceived to have knowledge that 

their systems had this effect. Finally, the findings will be relied upon by policymakers and politicians 

seeking to justify regulatory intervention.  

Transparency and content moderation regulation has impacts on other policy 
areas 

The matter of how the social media companies should be regulated and what impacts they have on 

matters relevant to public policy is very broad. It can frequently be difficult to extricate a particular 

policy area from another, especially when it comes to the core issue of content moderation. Here are 

some examples.  

1. Concerns about how the platforms moderate content are closely linked to the significant 

impact that platform moderation decisions have, given the size and dominance of the 

platforms in global markets. Platform content moderation behaviour is therefore closely linked 

to potential competition and antitrust intervention.  

2. Another class of regulation that is emerging relates to transparency in advertising, which is 

also linked to concerns about electoral interference and platform manipulation. When the 

platforms’ systems permit certain kinds of ads or other content to be shown to users, this is a 

form of content moderation. The effectiveness of the platforms detection systems and the 

 

45 This is not to say that some users, perhaps with pre-existing dispositions, might suffer real harm 
from increased exposure to content that does not violate the platforms’ terms of service, and is not 
illegal: examples might be children or people who can reasonably be inferred by the platforms to have 
particular sensitivities. 
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tendencies of their recommender systems may therefore engage “honest ads” style 

regulation. 

3. The European Union has proposed an Act to regulate the use of high risk artificial intelligence 

systems. It is highly likely that recommender systems will be caught by this legislation. The 

researchers’ findings may therefore contribute to the regulation of algorithmic systems which 

may have wider effects on platform operations.  

4. Recommender systems target content based on what the platforms know about an 

identifiable user, or based on composite profiles of users. As a result, scrutiny of 

recommender systems is likely to engage questions about privacy concerns, and have 

consequent impacts on existing and potential privacy regulation.  

When it comes to making the case that the companies should be willing to disclose a greater amount 

of information about their operations, these interrelationships between different regulatory areas is 

important. It means that a disclosure about how content is moderated could conceivably generate 

evidence for antitrust action, or claims about bias in algorithmic systems, or inconsistent application of 

anti-foreign interference policies. It is therefore difficult to argue that the investigation proposed by 

GPAI will have no impact on a range of other regulatory interventions which the platforms are 

currently facing.  

Item 11: Within the companies’ systems, the recommender systems 
do not operate in a vacuum.  

This item is closely linked to item 1 (Item 1: The project must state the specific concerns and the 

precise relationship to be investigated). It also links the first class of issues (First class of issues: 

adopting TVEC as a subject) with the second class of issues (Second class of issues: issues arising 

from enhanced transparency, whether collaborative or mandated).  

With a slightly different emphasis to item 10 (Item 10: The researchers’ findings will have serious 

impacts on the platforms in a range of regulatory areas), the important point here is that recommender 

systems are situated within a wide network of algorithmic systems and operational policies and 

procedures.46 For that reason, even if the researchers could demonstrate a connection between 

recommender systems and the proliferation of the content they are trying to assess,47 the platforms 

will argue that the impact of the recommender system’s tendencies is minimal. Another point to 

consider here is that this also creates a risk that (pursuant to item 10) the researchers’ findings are 

taken out of context and create unjustifiable public perception that creates legal or political risk for the 

platforms.  

This issue is linked to item 1 because it affects the ability of the researchers and of any external party 

to make a request for access or disclosure that is sufficiently targeted, which therefore raises the 

principled and practical issues we identify in our discussion of item 1. It also creates challenges for 

any transparency regime imposed by law, which we discuss below (See: Practical issues facing 

enhanced access and transparency regimes). In advance of that discussion, we briefly note two 

points. 

Content moderation systems include operational procedures and human 
decision-making 

Another important point to note is that, if recommender systems are content moderation systems, 

then these content moderation systems are not just technical in nature. They also include a range of 

policies and procedures that govern how human employees or contractors operate those systems. As 

 

46 Two examples would be: the content interventions that occur in response to automated and manual 
flagging of content; and “ad-targeting” or user profiling systems which are used to inform the 
recommendations to a user. The latter in particular is likely to be extremely commercially sensitive. 
47 Note we do not call it harmful content in light of points 3 and 9. 
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a result, the kinds of information that illustrate how a recommender system operates must include 

companies’ internal policies and procedures, decision-making documents, guidelines, and perhaps 

even legal documentation dictating how employees must follow such policies and processes. Again, 

this is one issue we foresee with attempting to study recommender systems in isolation from the 

broader socio-technical assemblages that comprise not just the “platforms” as narrowly understood, 

but the wider companies that operates those platforms.  

Recommender systems are interconnected with systems that provide 
information about user preferences 

Recommender systems rely in some part on data inputs about individuals as users in order to provide 

personalised recommendations. On that basis, it is difficult to extract a recommender system from the 

wider systems that track and profile users. Any attempt to study recommender systems are therefore 

likely to expand to considerations of how these tracking and profiling systems operate. This is likely to 

engage privacy concerns. It is also likely to engage financial and reputational considerations, to the 

extent that these user profiling and targeting systems may not be as effective as companies’ 

marketing claims them to be.  

Item 12: Issues arising from taking a collaborative approach with a 
social media company 

The final challenge we foresee draws all of the previous items together. What we have done is raised 

a range of legal, financial, regulatory and reputational risks that might be raised by GPAI’s proposed 

approach. We have emphasised that many of these may be able to be resolved, but nevertheless, 

they will require dedicated work to resolve them.  

Some of these risks may not be able to be resolved. Further, in the arena of politics and public 

relations there is also a risk that even if the issues have been adequately resolved, there nevertheless 

follows a public outcry, even if unjustified.  

Companies are likely to be required to have veto rights 

It is highly likely that the GPAI project does create risk to the companies, even where they participate 

through cautious collaboration. From a structural perspective, given the risks created by collaborative 

research, it is difficult to see how the platforms could fail to include a right of veto or restriction over 

what is published. The platforms and their employees have obligations to protect the platforms’ rights 

and interests, as well as the rights and interests of related parties. This means a right of veto is likely 

to be required regardless of questions of good faith or intent.  

Given the risks canvassed in items 1-11, if the findings are harmful to the companies’ interests, they 

are unlikely to be published. If the findings are positive, they will be published. In this way, the 

existence of a veto right may undermine the perceived integrity of the research regardless of whether 

such veto rights have any actual impact. Notably, it may even lead to questions about the 

transparency of the project itself, which might be awkward given the project’s emphasis on the value 

of scrutiny and transparency.  

We emphasise that any right of veto held by the companies need not be substantively justified in 

order to prevent publication or to substantially influence reporting of results: all it needs to do is create 

enough of a reasonable argument that dispute resolution mechanisms are required to resolve it. Any 

dispute resolution process will impose burdens of cost and delay that may be significant enough that 

even unmeritorious objections will prevent the research from being published.  

This leads us to make another observation. Many of the legal issues that might arise for GPAI or for 

other researchers collaborative work with the companies are essentially neutralised by the decision to 

embed a researcher with the candidate company and to allow restrictions on what that researcher can 

disclose. Essentially, it risks resolving all the legal barriers to collaboration by simply ceding control of 

those issues to the companies.  
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Challenges of taking a collaborative approach illustrate the challenges facing 
transparency legislation 

There is substantial benefit, however, to GPAI’s attempt to identify the kinds of issues created by 

pursuing these collaborative approaches. The benefit is that it allows clear assessment of the specific 

legal, financial, and reputational barriers to increasing transparency. These insights will be crucial for 

the forthcoming legislative programmes in jurisdictions like the EU, the UK and the US where 

transparency and reporting regimes are being explored.  

Conclusion (First class of issues: adopting TVEC as a subject) 

In combination, we conclude that proposals to study the relationship between recommender systems 

and TVEC raise challenging issues of law and public policy, including related issues of public 

confidence and perception. We have raised these issues in order to support the researchers to 

incorporate them into research design and we have also tried to describe them in ways that will assist 

policy-makers with an interest in pursuing this kind of research or creating legal frameworks for 

supporting it.  

Having explained the challenges we foresee arising from the subject-matter of the GPAI proposal, we 

next cover what we have labelled the second class of issues. These relate to the matters of law and 

public policy that might arise from the decision to study recommender systems inside companies, 

which engage related questions of how access and transparency around social media systems might 

be approached. These issues generate important insights too for any future attempts to implement 

legislation that compels the companies to provide access to researchers or to others seeking to 

examine the kinds of questions raised by the GPAI researchers. 
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SECOND CLASS OF ISSUES: ISSUES ARISING FROM 

ENHANCED TRANSPARENCY, WHETHER COLLABORATIVE OR 

MANDATED 

Overview of this part 

To this point we have primarily focused on the legal, reputational, and public policy issues we foresee 

arising in connection with the subject matter of the proposed research (TVEC). Items 1-12 identify 

various reasons why the companies might find access and transparency arrangements challenging 

The key takeaway from that analysis is that there are material disincentives, risks, and barriers to 

companies facilitating access by external parties to their systems, data and other internal 

materials for research purposes. We also noted practical issues exist whereby it may not be 

possible to adequately constrain a request for access in ways that do not lead to disproportionate or 

unjustified disclosures about related systems. 

At present, in light of those issues, the current state of affairs is that a broad range of external parties 

have concluded that: 

1. The current state of access and transparency around the companies’ operations is 

inadequate.  

2. Superior access should be granted. Presumably, this access is likely to be accompanied by 

enhanced rights of disclosure too by any external party who successfully achieves access. 

The current state of affairs is shaped by an existing network of regulatory restrictions and incentives. 

If enhanced transparency is to be achieved, then legislation will be required to reconfigure the existing 

regulatory environment. In this part, we give an overview of the kinds of legal issues that are likely to 

be engaged by any legislative proposal to impose transparency and access obligations.  

In the same way as we set out at item 1,48 we think there are both practical49 and principled50 reasons 

why transparency is difficult to achieve and why legislation implementing transparency arrangements 

will face similar issues. 

We suggest that a good starting point for policy makers pursuing enhanced transparency 

arrangements is to assess the insights gathered from previous attempts at voluntary collaborative 

engagement with social media companies outside of any legislative compulsion. We briefly refer to 

some of these collaborative arrangements by way of illustration.  

We also suggest that the reports produced by the social media companies, whether unilaterally or in 

partnership with others, provide a useful resource for regulators. These reports are likely to include 

statements of principle by the companies on why transparency disclosures are desirable. These 

statements form a body of principle that we can reasonably assume the companies continue to 

support. Regulatory arrangements that are framed in such ways are therefore less likely to meet with 

vigorous opposition. 

In pursuing a legislative reconfiguration of existing rights and obligations, States should adopt a 

human rights approach. By a human rights approach, we mean an approach which starts with a 

consideration of the relevant human rights which are engaged by a particular research or regulatory 

proposal. When it comes to imposing regulation which might limit human rights, any limitations should 

adhere to longstanding principles of legality, necessity and proportionality.  

 

48 Item 1: The project must state the specific concerns and the precise relationship to be investigated. 
49 Practical reasons for specificity. 
50 Principled reasons for specificity. 
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A human rights approach can help to generate consensus even among opposing stakeholder groups 

as a minimum statement of principle. Platform companies have also, to varying degrees, committed to 

respecting human rights in line with the UN Guiding Principles on Business and Human Rights, and 

investor groups oriented toward responsible investment practices have commensurate expectations. 

Human rights approaches do not necessarily need to be framed as such in jurisdictions where there is 

hostility to human rights instruments, or they have lesser importance, for example in the US. The key 

thing is that a human rights approach allows for close attention to the various rights at stake. This 

remains important even in western liberal democracies. We note that across jurisdictions there is a 

real risk that transparency approaches might incidentally confer indirect powers on State-level actors 

in ways that were not intended51 and a cautious approach is important, despite the urgency of calls to 

action.  

For the benefit of policymakers and for researchers pursuing collaborative approaches like GPAI, we 

give a brief summary of the key features of selected legislative proposals. These proposals are useful 

because they are comprised of specific statements about precisely what regulators are proposing will 

be required of the companies in order to implement transparency-oriented policy approaches. Stating 

these obligations in the form of a regulatory proposal encourages more specific points of agreement 

or disagreement among stakeholders with a view to meaningful progress. However, as will be seen, 

the specific legislative proposals that are currently proposing the implementation of transparency 

arrangements are largely silent on the crucial details that we perceive will provide practical and 

principled barriers to their implementation.  

There are real challenges for the companies created by enhanced 
access and transparency arrangements  

In our discussion of items 1-12 above, we have raised a range of legal, reputational, financial and 

regulatory issues that could arise if the companies collaborate with external parties to permit greater 

access to their internal systems. These issues are important because it is easy to assume that 

transparency and access arrangements for trusted parties (whether researchers or regulators) pose 

little risk to the companies. A related assumption is that any risk to the companies from greater 

transparency will necessarily be justified, in the sense that the companies have nothing to hide if there 

is no real cause for concern, and any resistance can only be a kind of cover-up.  

In practice, it is highly likely that many of these issues have been navigated before through previous 

attempts at collaborative research engagements. We describe some of these below and suggest that 

closer analysis of them by policymakers would be useful.  

Policy makers should closely examine existing collaboration and transparency 
arrangements 

We think policy-makers should start by close examination of existing initiatives directed toward 

enhanced transparency, access and collaboration. We briefly summarise notable examples below 

and organise them according to whether they are unilateral or multilateral, and whether or not they 

include States. The latter is an important factor given the human rights risks that could arise from 

providing inadequately fettered access to social media data, systems, and operational processes. 

The purpose of any future analysis by policymakers would be to establish: 

 

51 See the comment by advocacy body Article 19 on the potential risks of art 27 of the DSA. ‘At a 
Glance: Does the EU Digital Services Act Protect Freedom of Expression?’ (ARTICLE 19) 
<https://www.article19.org/resources/does-the-digital-services-act-protect-freedom-of-expression/> 
accessed 8 September 2021. 
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1. What are the current or historic legal and extra-legal barriers to enhanced access and 

transparency for external third parties, whether researchers or otherwise.  

2. When regulating for transparency, which of those identified barriers will be addressed, 

including by altering rights and obligations held by existing legal and natural persons. 

We emphasise that our decision to refer to a range of collaborative initiatives below does not carry 

with it any implied approval or endorsement as to the effectiveness of these approaches. By contrast, 

it is highly likely that the people engaging with those approaches (whether unilateral or collaborative) 

will have many specific and tangible suggestions about ways that they could be improved. It is these 

insights which ought to be incorporated into any policy process directed at implementing legislative 

arrangements to enforce transparency and access for external parties. 

We note that our summary of relevant initiatives is skewed toward initiatives directed toward 

counterterrorism. This is partly because of the focus of the GPAI project and Brainbox’s previous work 

in this area. By contrast, many of these initiatives arose at a time of escalating State-level concerns 

about lone wolf terrorist attacks, the distribution of terrorist content, and potential pathways toward 

radicalisation on social media.  

Examples of existing collaborative arrangements 

Some collaborative arrangements consist of partnership between the companies and external 

research institutions, particularly universities or research centres within universities. Notable 

examples include: 

• Social Science One: this was a wide-ranging stakeholder collaboration with significant 

partnerships between tertiary institutions and the companies. This programme faced 

significant issues, including unforeseen delays in providing access to desired data. Further, it 

was recently discovered that of the limited data that could be provided, that data was 

unreliable, and required subsequent correction. Professor Nate Persily has drafted proposed 

transparency legislation for the United States, and he was co-Chair of Social Science One for 

a period.  

• Assistant Professor Kate Klonick is a professor of law at St John’s University. She conducted 

a programme of work closely observing the set up and initial operation of Facebook’s 

Oversight Board proposal. Academics who have entered into limited research partnerships 

with the platforms have achieved a higher level of access and transparency than is otherwise 

available to the public or to other researchers, and in this sense have entered into a 

collaborative transparency arrangement.  

• We also note that there are academics who have direct experience of working at relevant 

platform companies, such as Daphne Keller, who now directs the Program on Platform 

Regulation at Stanford's Cyber Policy Centre. Researchers with direct experience of the 

companies’ systems bring their own kind of transparency and access, given the superior 

knowledge they have of how company systems are configured and the kinds of factors that 

contribute to company decision-making.  

There are a number of collaborative transparency approaches that have been adopted by one or 

more parties. Some of these collaborative arrangements include nation states, or nation-state 

level institutions. Arrangements of this kind include:  

• Tech Against Terrorism: a partnership between tech companies and the United Nations 

Counter Terrorism Executive Directorate. One notable output from this collaboration is the 

Knowledge Sharing Platform, intended to be used by smaller companies struggling to 

manage terrorist content with more limited resources than the larger platforms. In 2018, it 

launched “The Data Science Network” which is a “network of experts working on developing 

and deploying automated solutions to counter terrorist use of smaller tech platforms whilst 
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respecting human rights.”52 The organisation also produces a range of research outputs 

about key trends in TVEC. It also provides guidance about how to perform transparency 

reporting, best practice policy and a range of other resources. 

• The Christchurch Call is a voluntary partnership between tech companies and nation states. It 

is premised on respect for human rights and a free and open internet. Countries and tech 

platforms can join the call by pledging to respect a set of values. The Christchurch Call has a 

civil society advisory group that has expressed concerns about human rights impacts of the 

Call. There is also an emerging issue about how the Call and its supporters should respond if 

a signatory is perceived not to have honoured its commitment to the Call’s values.  

• The European Union’s Code of Conduct on Countering Illegal Hate Speech Online: since 

2016, the EU has conducted regular auditing and monitoring exercises with key technology 

companies to monitor compliance with the EU Code of Conduct on Countering Illegal Hate 

Speech Online. The audit process is confidential, but the results of the audit are publicly 

available. “Since adoption in 2016, the Code of Conduct is delivering continuous progress: 

the last evaluation shows that on average the companies are now assessing 90% of flagged 

content within 24 hours and 71% of the content deemed illegal hate speech is removed.”53  

A human rights approach to the internet acknowledges that States pose unique risks to the internet 

given the power and authority that is only available to Nation States, for example, a monopoly on the 

lawful use of violence and powers of detention and taxation. Given the risk that States can pose to the 

human rights of platform users, some multilateral transparency approaches do not include 

States within their membership. These organisations include: 

• Global Network Initiative: this is a partnership of technology companies, academic 

organisations, academics, civil society, investors, observers, and fellows. Members commit to 

a set of principles oriented toward human rights to freedom of expression and privacy. It is 

committed to transparency and accountability and multi-stakeholder collaboration. The 

current independent Chair of the GNI Board is David Kaye, who was until recently the UN 

Special Rapporteur for Freedom of Expression. 

• The Global Internet Forum to Counter Terrorism (“GIFCT”): this body was set up in response 

to rising concerns in connection with terror attacks thought to have been influenced by 

radicalisation on social media. For much of its history it had no independent status from its 

founding members, however in the aftermath of the Christchurch attacks, its transition to a 

separate body was accelerated. The GIFCT is primarily composed of technology companies 

and its membership recently expanded to 17 companies. The GIFCT has partnership with a 

separate research network, “GNET”, which has produced a body of research, although it is 

unclear whether this research benefits from enhanced access and transparency with social 

media companies. The GIFCT has responsibility for the shared hash database and the 

Content Incident Protocol for responding to live terror events with a substantial likelihood of a 

viral online component.   

• Oversight Board (Facebook): Facebook recently established a separate institution funded 

from an endowment and operated under an independent charter known as the Oversight 

Board. The Board is comprised of a range of notable individuals from academia, law, 

government, and civil society. The Board has called numerous times for enhanced 

information from Facebook and broadly been unsuccessful. In particular, it is scheduled to 

speak with Frances Haugen, specifically in light of revelations about the “X Check” 

programme. Haugen has alleged that Facebook has lied to the Oversight Board repeatedly. 

 

52 ‘About Tech Against Terrorism - Tech Against Terrorism’ (4 September 2017) 
<https://www.techagainstterrorism.org/about/, https://www.techagainstterrorism.org/about/> accessed 
12 October 2021 
53 ‘The EU Code of Conduct on Countering Illegal Hate Speech Online’ (European Commission - 
European Commission) <https://ec.europa.eu/info/policies/justice-and-fundamental-rights/combatting-
discrimination/racism-and-xenophobia/eu-code-conduct-countering-illegal-hate-speech-online_en> 
accessed 1 April 2021 
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The Oversight Board recommended an analysis of how Facebook’s systems might have 

contributed to a narrative that undermined the legitimacy of the 2020 US Presidential election.  

The social media companies have also adopted various practices that we would describe as 

unilateral approaches to transparency. These consist primarily of “transparency reports” that are 

prepared and released by the companies. Again, referring to these reports should not be taken as an 

implied suggestion that they are sufficient, however they do provide a body of principle and insight as 

to how transparency reporting currently operates and the policy basis for conducting such reporting. 

Examples include: 

• The biggest social media companies conduct generic periodic transparency reporting. Some 

of this reporting includes machine readable data sets.  

• Occasionally, social media companies will release more fulsome transparency reports on 

particular issues. These reports are frequently used to deal with issues of high public 

significance, including action against networks of users perceived to have been acting with 

coordinated intent to influence public perception, especially by States.  

• Under this category we would also include the platforms’ own substantial research initiatives, 

from which a range of publications are produced. Again, this is not to suggest that these 

publications by themselves are sufficient, only to suggest that the do provide some insight 

into the existing features that influence the disclosure of information about platform 

operations.  

We also note that, from time to time, there are ad hoc statements of principle or collaborations from 

civil society. These do not always involve collaboration or partnership with the platforms. Under this 

category we would include:  

• the Santa Clara Principles on Transparency and Accountability in Content Moderation54 and  

• the Manila Principles on Intermediary Liability.55 

• We would also include broader academic work on matters engaged by transparency related 

concerns under this category.56 

Finally, we also note that transparency and access has been facilitated through non-collaborative 

means, specifically in the context of leaks, whistleblowing, and law enforcement actions. Again, 

by studying how incidents of this kind have occurred, and the kinds of legal issues that arose, we will 

gain superior insight into the way that mandated transparency and access regimes will need to 

operate and the kinds of legal barriers they might face. 

Selected legal issues likely to arise  

Broadly speaking, we think it is clear the following kinds of legal issues are likely to arise in most 

jurisdictions. The extent of them will obviously vary depending on the specifics of the transparency 

arrangement being considered57 and the domestic legal instruments involved.  

• Potential risks to user privacy from access to and potential disclosure of data.  

• Intellectual property risks from disclosing the details of how algorithmic systems operate.   

• Commercial confidentiality considerations from disclosing how business systems operate, 

including wider operational processes and human decision-making processes.  

• Commercial considerations might arise where external parties perceive that platforms have 

made misrepresentations about their systems to customers, including advertisers, whether 

 

54 https://santaclaraprinciples.org/ 
55 https://manilaprinciples.org/principles.html 
56 As one example, see: Suzor NP and others, ‘What Do We Mean When We Talk About 
Transparency? Toward Meaningful Transparency in Commercial Content Moderation’ (2019) 13 
International Journal of Communication 18. 
57 We refer again to our discussion at Item 1: The project must state the specific concerns and the 
precise relationship to be investigated 
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related to the reach of advertisements, or other matters such as “brand safety” (referring to 

advertisers’ intolerance for having their brand displayed next to particular kinds of content). 

• Competition concerns related to competition between the companies and potential insights a 

competitor may gain into another competitor’s systems. 

• Compliance burdens: depending on the company involved and its existing systems for 

collating reports about how its systems operate, there may be significant resourcing required 

to comply with transparency legislation. Notably, the DSA imposes differential obligations 

depending on the size of a company, and organisations such as Tech Against Terrorism have 

worked to support smaller companies to deal with the issues the larger companies face 

around TVEC. 

• Disclosure of system features might lead to assurance and integrity issues related to potential 

adversarial or antagonistic engagement with those systems once details are known.  

• There is a risk that selected disclosures about one class of systems leads to unintended 

disclosures about other classes of systems. What legal arrangements should exist against 

disclosure or investigation of incidental systems?  

• The law will have to consider the rights of third parties who are neither users nor employees 

of social media products, but might be contractors or consultants who perform operational 

functions.58  

• Transparency approaches may touch upon the rights of customers (advertisers) or publishers 

and content distributors (for example, note the disclosures about the impact on Buzzfeed of 

algorithmic changes at Facebook in the disclosures by Frances Haugen). 

These legal issues should not be conflated with the various human rights that might also be engaged 

by the platform companies’ conduct. The list above refers to sources of existing legal protection that 

cement the current regulatory arrangements. Separately, the task of regulators is to consider how far 

these protections or obligations ought to be restricted or enhanced. In making these assessments, 

regulators will be required to consider the following questions.  

• What is the strength of the evidence showing that the platforms’ products cause harm or merit 

independent scrutiny? This is a specialist question that ought not to be assessed purely on 

the basis of second-hand summaries of research results, for example in the news media.  

• Is the alleged harm of a kind recognised by human rights instruments? Even if harmful, is the 

harm necessary in free and democratic societies? For example, despite their potential harms, 

freedom of expression about public figures, or freedom of opinion on reasonably contested 

political issues may not be able to be legitimately prevented.  

• How will the proposed transparency arrangements actually contribute to mitigating the alleged 

harms? How is transparency going to help?  

• What trade-offs might be involved by trying to mitigate these harms? Are these trade-offs 

acceptable?  

• Importantly, even if action is justified, what safeguards and accountability measures are 

incorporated into legislation to prevent abuse of the powers it creates? The legislation should 

not assume that government intentions will always be good: this is a core feature of human 

rights instruments and the use of law to constrain the power of the state. Legislation should 

confer rights to a remedy in case of abuse, or rights of appeal for affected parties in case a 

decision or approach has occurred on the basis of an error of fact or law.  

Practical issues facing enhanced access and transparency regimes 

We also emphasise our concern that it may be difficult to study individual systems (like recommender 

systems) in isolation, without also triggering consequent investigations into a wide array of 

 

58 Consider for example the rights and interests of external contractors like Accenture or other smaller 
content moderation sub-contracting firms. See ‘How Facebook Relies on Accenture to Scrub Toxic 
Content - The New York Times’ <https://www.nytimes.com/2021/08/31/technology/facebook-
accenture-content-moderation.html> accessed 6 September 2021. 
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interconnected systems. The GPAI focus is on recommender systems and describes a method for 

precisely isolating the causal impacts of these systems. However, when it comes to describing (in 

legislation or by access requests) which systems researchers want to study, we anticipate conceptual 

and practical difficulties when attempting to disentangle these systems.  

The DSA adopts definitions of recommender systems and content moderation systems. A 

recommender system is defined as follows:  

(o) ‘recommender system’ means a fully or partially automated system used by an online 

platform to suggest in its online interface specific information to recipients of the service, 

including as a result of a search initiated by the recipient or otherwise determining the relative 

order or prominence of information displayed; 

Content moderation systems are defined as follows: 

(p) ‘content moderation’ means the activities undertaken by providers of intermediary services 

aimed at detecting, identifying and addressing illegal content or information incompatible with 

their terms and conditions, provided by recipients of the service, including measures taken that 

affect the availability, visibility and accessibility of that illegal content or that information, such as 

demotion, disabling of access to, or removal thereof, or the recipients’ ability to provide that 

information, such as the termination or suspension of a recipient’s account; 

This conceptual distinction is useful for imposing specific obligations on recommender systems that 

might not make sense when describing content moderation systems. For example, the DSA imposes 

obligations on very large online platforms to disclose the parameters used in recommender systems. 

However, when it comes to subsequent risk assessments to be conducted by the DSA, these relate to 

“how their content moderation systems, recommender systems and systems for selecting and 

displaying advertisement” contribute to systemic risks.59 Further, when it comes to imposing mitigation 

measures to guard against these systemic risks, mitigations may be applied to:60  

(a) adapting content moderation or recommender systems, their decision-making processes, the 

features or functioning of their services, or their terms and conditions; 

(b) targeted measures aimed at limiting the display of advertisements in association with the 

service they provide; 

(c) reinforcing the internal processes or supervision of any of their activities in particular as 

regards detection of systemic risk; 

(d) initiating or adjusting cooperation with trusted flaggers in accordance with Article 19; 

(e) initiating or adjusting cooperation with other online platforms through the codes of conduct 

and the crisis protocols referred to in Article 35 and 37 respectively. 

The point is that the impact of a recommender system may be very difficult to assess in isolation from 

a range of other technical and non-technical systems. As Llanso et al state, recommendation systems 

are already a form of content moderation.61 

As discussed recommendation systems are  not  inherently  neutral  and  are  designed  to  

prioritize  content  with  certain  characteristics  and  deprioritize  other  content.  As such, their 

functioning is already a form of content moderation: by suggesting some types of content and 

hiding others, they perform an important gatekeeping function. 

Grimmelman defines moderation broadly as “the governance mechanisms that structure participation 

in a community to facilitate cooperation and prevent abuse” and notes that these mechanisms 

 

59 Article 26. 
60 Article 27 
61 Llansó E and others, ‘Artificial Intelligence, Content Moderation and Freedom of Expression’ 
(Transatlantic Working Group 2020) at p 19. 
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themselves can be automated, such as recommender systems.62 Equally, content moderation 

systems themselves are not restricted to computational systems. At a recent discussion hosted by 

GIFCT, Brian Fishman (Facebook) referred to the human coordination effort required to update the 

way 35,000 human content moderators operate when systems change. In relation to the expanded 

taxonomy for the hash database, he said:63 

... it's sort of the classic cliche around turning an aircraft carrier. You've got a big operation - not 

just of algorithms and of automated systems that remove things, but most importantly it starts 

with human reviewers - there are 35,000 human reviewers reviewing content at Facebook and 

building new decision trees for those folks, training all of those folks, making sure that you've got 

the right quality in place so that you can make good decisions and especially when you're asking 

for more nuance ... for the academics in the room, I think this speaks to the biggest learning that 

I have coming into a large tech company is that …  the sort of precise narrow distinctions that 

you want to make all the time are very hard to make at the scale that Facebook is operating, 

because there are so many reviewers. That many reviewers with that kind of diversity among 

those reviewers - the great advantage is that you've got this cultural knowledge, linguistic 

knowledge that spreads all over the world. Folks can really dig into lots of different problems that 

no individual or small team or small team of experts is able to wrap their head around. The 

challenge is that many of those folks are not experts in these issues. They don't have the 

conceptual background. They haven't all taken a masters or a PhD in studying political violence 

and terrorism and getting them to the point where they can consistently make decisions that 

reflect nuanced policy choices is really hard. 

We think a useful way of thinking about this is summarised by Gillespie, who attempts to articulate a 

definition of a “platform” and concludes that content moderation is a constitutional activity for the 

companies:64 

To the definition of platforms, I would like this book to add a fourth element: d) platforms do, and 

must, moderate the content and activity of users, using some logistics of detection, review, and 

enforcement. Moderation is not an ancillary aspect of what platforms do. It is essential, 

constitutional, definitional. Not only can platforms not survive without moderation, they are not 

platforms without it. Moderation is there from the beginning, and always; yet it must be largely 

disavowed, hidden, in part to maintain the illusion of an open platform and in part to avoid legal 

and cultural responsibility. Platforms face what may be an irreconcilable contradiction: they are 

represented as mere conduits and they are premised on making choices for what users see and 

say. Looking at moderation in this way should shift our view of what social media platforms really 

do: from transmitting what we post, to constituting what we see. There is no position of 

impartiality. Platform moderators pick and choose all the time, in all sorts of ways. Excluding porn 

or threats or violence or terrorism is just one way platforms constitute the social media product 

they are generating for the audience. The persistent belief that platforms are open, impartial, and 

unregulated is an odd one, considering that everything on a platform is designed and 

orchestrated. 

There is a real risk that these conceptual, technical, and other issues mean the platforms are 

incapable of complying with requests for information, even in extremely well-resourced initiatives 

including diverse stakeholders. We have no specific insight into whether the issues we raise here are 

relevant, but the funders of the Social Science One project ultimately concluded that:65 

 

62 Grimmelmann J, ‘The Virtues of Moderation’ (2015) 17 Yale J.L. & Tech. 42. 
63 ‘2021 Global Summit’ (GIFCT) <https://gifct.org/2021-global-summit/> accessed 6 September 2021 
– session 2 https://vimeo.com/581218164 - Brian Fishman at 18m et seq. Transcribed by Brainbox. 
64 Gillespie T, Custodians of the Internet: Platforms, Content Moderation, and the Hidden Decisions 
That Shape Social Media (2018) at p 21, available from: 
<https://www.researchgate.net/publication/327186182_Custodians_of_the_internet_Platforms_conten
t_moderation_and_the_hidden_decisions_that_shape_social_media>. 
65 ‘Funders Are Ready To Pull Out Of Facebook’s Academic Data Sharing Project’ (BuzzFeed News) 
<https://www.buzzfeednews.com/article/craigsilverman/funders-are-ready-to-pull-out-of-facebooks-
academic-data> accessed 8 September 2021 
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the technical and legal complexities associated with making proprietary data available to 

independent scholars are greater than any of the parties originally understood, and Facebook 

has as a result been unable to deliver all the data initially anticipated. The 83 independent 

scholars whose proposals were selected for funding have access to only a portion of what they 

were told they could expect, and this has made it difficult or, in some cases, impossible for them 

to complete the approved research. Nor can Facebook or its privacy and security advisory 

committees yet offer a definitive timetable for when the full set of proposed data can be made 

available. 

The difficulty of extracting content moderation from content recommendation is also illustrated by this 

description of the process by MacCarthy, where the removal of infringing content from the pool 

available to recommendation algorithms is a necessary part of their operation:66 

Platforms typically screen all content via matching algorithms to reidentify content which has 

already been identified as inappropriate and fingerprinted in a database for that purpose. For 

instance, platforms consult their own fingerprinted databases of content that previously was 

found to be terrorist material or child exploitation, and check hashtag databases maintained by 

external organizations such as GIFCT for terrorist material and the Internet Watch Foundation for 

child exploitation images. After this initial screening, the material is posted and subsequently 

subjected to further automated screening using systems deemed sufficiently reliable to 

determine likely violation of standards. If the automated system shows a clear violation, such as 

material that is highly likely to be nudity or a new child exploitation image or fresh terrorist 

content, the material is removed without further human review. If the judgment is uncertain, or if 

the material has been flagged by a user as a potential violation, then it is routed to a human 

reviewer. Platforms sometimes sample reviewer decisions and subject them to further review to 

determine the “correct” decision.  

If recommender systems and content moderation systems are inseparable, then there is a real risk 

that systems for classifying content and for profiling users in order to deliver content and advertising 

are also inseparable. Increasing the scrutiny toward user profiling and content targeting could create 

financial risk to the companies. It is possible that there is a degree of marketing “puffery” around, for 

example, the size or make-up of a company’s audiences, or the effectiveness of its products and 

systems. The capabilities of the companies’ systems may have been overstated even if there has 

been no culpable misrepresentation amounting to fraud.67 By complying with requests about one 

system, the companies may therefore risk revealing details about other systems, leading to significant 

legal, reputational, and financial impacts even if only minor exaggeration of claims has occurred. 

When it comes to market responses, even perceptions of this kind will suffice, even if unjustified.   

Clearly, for practical purposes and at a conceptual level, the companies will segment the way that 

they administrate these systems. In fact, even the ability to enumerate and describe the systems 

above does suggest a capacity to distinguish between them. However, that ability to focus on 

conceptually distinct systems operationally does not mean that the impact of each of these systems 

can be meaningfully studied in isolation. That is because the impacts of these systems are likely to be 

interrelated. That leads to the prospect that studying one system may lead to a daisy-chain effect 

where greater and greater amounts of information is disclosed. 

This issue of whether requests can be sufficiently tailored also has ramifications for any legal regime 

that aims to foster transparency arrangements. There is a risk that any legal mandate for obtaining 

information will be inconsistent with the human rights requirements of proportionality and necessity. 

The real world effect of this will be that: 

 

66 MacCarthy M, ‘Transparency Requirements for Digital Social Media Platforms: Recommendations 
for Policy Makers and Industry’ (Transatlantic Working Group 2020) 
67 Consider for example the claims made in response to the following kinds of analyses: ‘Did 
Facebook’s Faulty Data Push News Publishers to Make Terrible Decisions on Video?’ (Nieman Lab) 
<https://www.niemanlab.org/2018/10/did-facebooks-faulty-data-push-news-publishers-to-make-
terrible-decisions-on-video/> accessed 12 October 2021 
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1. It may not be possible to adequately circumscribe a request for information such that it is 

proportionate and necessary. Requests may “snowball” or become impossible to comply with, 

or lead to obligations to disclose material in ways that are not tenable from a public policy 

perspective.  

2. Relatedly, this issues around the interconnectedness of systems may undermine the ability of 

regulators or researchers to be able to make persuasive claims about the impact of social 

media systems. For example, companies may always be able to point to another system that 

neutralises any adverse impact of the system under investigation. The ability to use the 

insights gained from transparency arrangements may therefore be limited.  

A human rights approach allows for a principled analysis of the 
web of rights and obligations 

A principled approach to limiting human rights 

At a principled level, any regulatory regime will impose access requirements in ways that inevitably 

impose restrictions on existing rights and interests. To the extent a human rights approach to these 

restrictions is to be followed, the restrictions should meet the following broad criteria.68  

• The restriction (the obligation to provide access) should be imposed by law. It should be 

capable of being reasonably clear and comprehensible. A company should be able to 

voluntarily comply in good faith. If the legal instrument being imposed on the companies is too 

vague or discretionary, then it risks becoming an arbitrary enforcement tool that can be used 

by States for selective and arbitrary enforcement. 

• The restriction should be proportional to the harms involved and linked to a legitimate 

regulatory objective. For example, it would not be legitimate to impose transparency 

obligations that could hamper user freedom of expression if the alleged harm relates to 

identifying anonymous critics who are making true statements about democratically elected 

public officials. Further, to impose broad and non-specific transparency obligations could lead 

to onerous transparency obligations out of all proportion to the harms involved. 

• In close association with obligations of legitimacy and proportionality, the restrictions imposed 

on the existing rights and obligations held by companies, users, employees, shareholders and 

directors must be necessary for achieving the specified regulatory objective. There must be a 

real link between the restrictions being imposed and the harms being caused, otherwise 

States could broadly assert there is a link between non-specific conduct and a vague harm 

and impose restrictions entirely unconnected with the conduct involved. Human rights bodies 

have concluded there must be a demonstrable connection between the restriction being 

imposed and the regulatory objective being pursued. 

At a principled level, it is not possible to conduct informed democratic debates that weigh and balance 

competing interests and trade-offs if we have not been adequately specific about what we are 

proposing to achieve and what we are proposing to alter in order to achieve that. For example, if we 

fail to recognise that transparency obligations are likely to impact on the rights of contractors or 

employees, then we are unable to account for these as part of the policy process.  

Another point to consider when it comes to weighing and balancing various human rights is that we 

must be clear about the breadth of human rights involved.  

• A curious point to consider is the way that international human rights instruments (including 

the Universal Declaration) do confer some significance on rights to property (owned 

 

68 Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion 
and expression, A/HRC/38/35, Human Rights Council, Thirty-eighth session (18 June – 16 July 2018). 
See also Universal Declaration of Human Rights, art 29(2). 
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individually or jointly with others),69 the right to be protected by the law from unjustified attacks 

on honour and reputation,70 and rights to intellectual property.71 These rights probably sit on 

the side of the companies rather than the side of users and States and weigh against 

transparency arrangements. This is not to say those rights are absolute or to express a 

personal view on how they should be weighed against other rights. Article 29 of the Universal 

Declaration of Human Rights also states that “everyone has duties to the community”. 

• Against the considerations raised by the rights immediately above are the rights that many 

allege the platforms are currently infringing. These include rights to personal safety,72 to 

privacy,73 to health,74 to freedom of conscience, association, opinion and expression,75 to 

public participation in the community and democratic processes,76 and freedom from 

incitement to violence and discrimination.77 These are the matters most obviously affected by 

platforms’ products on users.  

Our point is that all of these rights are engaged at some level by proposals to impose transparency 

requirements and the current global discussion about social media products. Regulators cannot 

credibly weigh and balance them if they fail to realise they are engaged.  

It is likely that authoritarian regimes will emulate the worst features of 
democratic regimes 

The United Nations Special Rapporteur for Freedom of Expression has prepared a range of reports 

on social media regulation.78 Those reports speak favourably about the role of transparency as a 

check on human rights abuses. However, we note that transparency is just as often regarded as 

being a useful means for shedding light on abuses of power by States as it is for platforms. Any 

transparency and access legislation should include transparency obligations on States to detail how 

they are using such legislation and preserve the ability of the platforms to push back against unlawful 

or illegitimate uses of whatever legislative powers are conferred. 

Another crucial insight from human rights bodies is the way that legislative action by democratic 

states committed to human rights will be taken as validation of similar approaches being adopted by 

states with a more questionable human rights record. In essence, States will respond to criticism from 

other States by saying, “You do it, so why can’t we do it too?” 

Existing legislative proposals for transparency 

As we have said, we believe most collaborative arrangements are likely to reach a point of limitation 

which mean States will inevitably transition to legally mandated frameworks for access to social media 

companies’ information. That is because it is almost certain that the companies will attempt to limit the 

publication of findings if external parties reach conclusions which are adverse to the interests of the 

companies. We emphasise this does not have to be a result of malevolent intention by the 

companies: there is ample room for good faith disagreement on a wide range of matters in this 

developing area of research. Where the companies and the external party disagree, what then? The 

role of legislation is to anticipate these disagreements and to articulate a way to resolve them. 

 

69 Universal Declaration of Human Rights, art 17. 
70 UNDHR, article 12. 
71 UNDHR, article 27. 
72 UNDHR, arts 3, 4, 5, 6, 7 and others. 
73 UNDHR, art 12. 
74 UNDHR, art 25 and subsequent socio-economic rights instruments. 
75 UNDHR, art 19, 20, 18,  
76 UNDHR, art 21, 27 and 29. 
77 UNDHR, art 7. 
78 Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion 
and expression, A/HRC/38/35, Human Rights Council, Thirty-eighth session (18 June – 16 July 2018). 
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Legislation will enhance legal certainty for the companies, for external parties, and for other observers 

who wish to assure themselves that research has not been compromised by researchers’ desire to 

maintain access to the platforms’ systems.  

In this part, we offer some brief comments on key legislative proposals that incorporate a 

transparency and disclosure arrangement.  

European Union: Digital Services Act proposal 

The European Union’s Digital Services Act creates a range of access and transparency obligations.79 

Key insights for GPAI from the DSA include that: 

• The kinds of legal and practical matters we raise in this report have been anticipated in the 

DSA, including the legal and extra-legal risks and considerations faced by the platforms in 

exposing access to their systems. 

• The DSA defers definition of TVEC to the definitions adopted by the EU and by members 

states, thereby avoiding the definitional difficulties faced by the GPAI project and by other 

advocates of content-specific regulation of the platforms. 

• The DSA itself illustrates the interrelationship between a range of key systems and the 

potential that they are difficult to extricate from one another when it comes to assessing their 

impacts.  

• The DSA itself requires the difficulties created by these practical and legal matters to be dealt 

with collaboratively through subsequent processes.  

• The platforms will be anticipating both the implementation of the DSA and their engagement 

in these subsequent processes. This may create opportunities for GPAI to collaborate with 

platforms to test future approaches.  

TVEC is a form of “illegal content” which is to be assessed by reference to laws of the Union or a 

member State (art 2(g)). The DSA imposes significant procedural limitations on the way that States 

can seek action against illegal content or obtain information about identifiable individuals (for 

example, art 14). Article 21 would impose disclosure and notification obligations on platforms to notify 

law enforcement if they become “aware of any information giving rise to a suspicion that a serious 

criminal offence involving a threat to the life or safety of persons has taken place, is taking place or is 

likely to take place”. 

As set out above, both “content moderation” and “recommender systems” are defined (article 2, (o) 

and (p)). Content moderation can include demotion of content (presumably, through altering a 

recommender system) and recommender systems are defined as fully or partially automated systems 

for “determining the relative order or prominence of information displayed”. Article 29 obliges 

platforms to set out the parameters used in recommender systems in their terms and conditions “in a 

clear, accessible and easily comprehensible manner” and any optional parameters available to users. 

Where optional parameters exist, platforms must create functionality for users to modify these 

parameters. 

A core framework to consider for GPAI relates to the obligation to conduct risk assessments and to 

mitigate risks in arts 26 and 27. Article 26 requires “significant systemic risks” to be identified, 

analysed and assessed. The risk assessment “shall include the following systemic risks”: 

dissemination of illegal content (such as TVEC); impacts on a range of specific human rights; and 

intentional manipulation of platform services, such as through inauthentic behaviour. Article 26(2) 

requires particular attention to be paid to the following: 

how their content moderation systems, recommender systems and systems for selecting and 

displaying advertisement influence any of the systemic risks referred to in paragraph 1, including 

 

79 The following analysis relies on the wording as at 14 October 2021 drawn from the following: 
<https://eur-lex.europa.eu/legal-content/EN/TXT/HTML/?uri=CELEX:52020PC0825&from=en>. 
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the potentially rapid and wide dissemination of illegal content and of information that is 

incompatible with their terms and conditions. 

As outlined above, the mitigation risks that might be taken pursuant to article 27 illustrate the 

interaction between a range of social and technical systems, including “adapting content moderation 

or recommender systems, their decision-making processes, the features or functioning of their 

services, or their terms and conditions;” and “reinforcing the internal processes or supervision of any 

of their activities in particular as regards detection of systemic risk”. Article 27 anticipates the 

publication of “best practice” guidelines and recommended measures for mitigating systemic risks in 

light of their potential human rights implications. Such guidelines must be subject to public 

consultations.  

Article 28 obliges platforms to submit to – at their own expense – annual audits to assess compliance 

with specific obligations under the DSA. Such audits could lead to “operational recommendations”, 

and platforms must report on how they implement these. 

Of note for the GPAI project, article 31 sets out a framework for “Data access and scrutiny”.  

• The Commission, or nominated representatives of member states, can seek “access to data 

that are necessary to monitor and assess compliance with this Regulation” and the platforms 

must provide this upon “reasoned request and within a reasonable period”. Such data may 

only be used for “those purposes”. 

• Platforms must also provide “access to data to vetted researchers” who met requirements set 

out in the DSA. The “sole purpose” the information can be used for is “conducting research 

that contributes to the identification and understanding of systemic risks as set out in Article 

26(1)”.  

• Access to data under either of the arrangements above (for regulatory assessment of 

compliance, or vetted researcher analysis of systemic risks) must be provided “through online 

databases or application programming interfaces, as appropriate”.  

The requirements for vetted researchers reflect the reality of the trade-offs we have identified in this 

report. In particular they must: 

• Be affiliated with academic institutions and “have proven records of expertise in the fields 

related to the risks investigated or related research methodologies”. 

• Be independent from commercial interests 

• Commit to, and “be in a capacity to preserve the specific data security and confidentiality 

requirements corresponding to each request”.  

Delegated legislation will be used for “laying down the technical conditions under which very large 

online platforms are to share data” for vetted researchers or with regulatory compliance bodies. This 

delegated legislation will further clarify: 

the specific conditions under which such sharing of data with vetted researchers can take place 

in compliance with [the GDPR], taking into account the rights and interests of the very large 

online platforms and the recipients of the service concerned, including the protection of 

confidential information, in particular trade secrets, and maintaining the security of their service. 

The platforms may, in response to a request by vetted researchers or by regulators, ask that the 

request is amended on two grounds and propose an alternative means of access “which are 

appropriate and sufficient for the purpose of the request”. The grounds reflect matters we have raised 

above and include:  

1. That the platform “does not have access to the data”.  

2. That “giving access to the data will lead to significant vulnerabilities for the security of its 

service or the protection of confidential information, in particular trade secrets.” 

As such, the DSA defers all of the complicated trade-offs and practical considerations we raise in this 

report to a subsequent legislative process, which will be implemented after consultation and in light of 
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the specific barriers contemplated by various parties. There is little guidance as to how these trade-

offs should be managed other than the broad legislative direction provided by arts 26 and 27 that risks 

should be assessed and mitigated, and that these risks and mitigations could relate to content 

moderation systems, to recommender systems, or to a broad range of conceivable operational 

policies and processes.  

Notably for GPAI, article 34 anticipates the adoption and implementation of a range of voluntary 

standards cover submission of data, use of APIs, auditing processes, interoperability considerations 

and other factors. Codes of conduct will also be produced under arts 35 and 36 for other areas of 

compliance related to risk assessments and online advertising. It anticipates civil society involvement 

in formulating these codes.  

The wording of the DSA is still subject to negotiations among EU members and may change 

significantly before it is implemented. The DSA contains a significant enforcement section which itself 

includes authorities for investigatory bodies to request and receive information and other forms of 

investigatory behaviour.  

Prof Nathaniel Persily’s draft 

Professor Nathaniel Persily was a co-Chair of the Social Science One research initiative. When 

Frances Haugen made her disclosures about Facebook, Prof Persily made available on social media  

a draft of proposed transparency legislation for the United States.80 Notably, in a panel discussion 

following Haugen’s disclosures, Prof Persily noted that transparency legislation does not have a 

purely observational purpose, and is also likely to induce specific changes by the platforms, saying: 

“It’s a way of controlling the companies because they know they are being watched …”81 

Our key conclusion from examining this legislation is: 

• That it is primarily oriented toward removing privacy as a barrier to sharing information.  

• It defers any specific guidance on how to resolve other related matters, such as intellectual 

property or commercial confidentiality, to other legal instruments and to delegated regulation.  

• It anticipates a broad range of potential issues of the kind we raise above in this report. 

The draft is directed toward “qualified data and information”, which may include (s 3(8)):  

information about User exposure, engagement, and other behaviors; data about content 

producers and content production policies; information that the Qualified Platform otherwise 

makes available for sale to commercial entities or advertisers; information that goes into the 

preparation of reports that Qualified Platforms provide to the government or other entities, such 

as those relating to enforcement of community standards; and metadata related to any of the 

preceding categories 

It also defines a “qualified researcher” to mean: 

a university-affiliated researcher conducting research according to a research plan that has been 

approved by the Division or its appropriate delegate. No employee of a state of federal law 

enforcement agency or any government employee except for a university-affiliated researcher 

shall be considered a Qualified Researcher. 

The legislation broadly sets out obligations on platforms and on researchers, as well as immunities in 

conferred from complying with those obligations. Section 4 states an obligation to comply with 

relevant laws and an immunity from litigation from releasing “data” in compliance with the enactment. 

The conditions on providing access to data and information include: 

(1) encryption of the data in transit and at rest;  

 

80 See <https://twitter.com/persily/status/1445409819486216203?s=20>. 
81 ‘The Facebook Files - Yale Law School’ <https://law.yale.edu/isp/events/facebook-files> accessed 
8 October 2021 
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(2) delivery of data in a format determined by the Division that is not reasonably capable of being 

associated or linked with a particular individual; 

(3) use and monitoring of a secure environment to facilitate delivery of the Qualified Data and 

Information to Qualified Researchers while protecting against unauthorized use of such data;  

(4) evaluation by the Qualified Platform of any results garnered by Qualified Researchers before 

submission for publication but only to prevent public release of Personal Information or other 

violations of law. 

A notable feature of the legislation is that it simply refers to a range of “federal, state, and local 

information sharing and privacy laws and regulations” as well as “all rules, standards, regulations, and 

orders” issued by the FTC “pursuant to this act which are applicable”. The legislation therefore 

confers a considerable burden on the platforms and others to identify these relevant laws and to 

ensure compliance with them. It is not clear from the face of the legislation itself (and our knowledge 

of American law) whether platforms may face conflicting obligations to both comply with the new 

transparency law and comply also with other laws that mitigate against compliance.  

Like the DSA, Persily’s draft legislation requires a subsequent regulatory process whereby regulations 

are created to deal with many of the kinds of specific issues raised in this report that might arise from 

conferring greater access to and disclosure of information.  

Researchers are granted an immunity if they are conducting qualified research projects and a division 

of the FTC is established and authorised to “develop and establish recommended standards, criteria, 

and approval process for Qualified Researchers, Qualified Research Projects, Qualified Data and 

Information, and Qualified Platforms” pursuant to consultative processes. The criteria for qualified 

researchers may not include: 

consideration of political views, race, gender, gender identity, ethnicity, sexual orientation, age, 

or disability, although they may express preference for projects proposed by residents of the 

United States.  No person may be qualified as a Qualified Researcher if they act as an Agent of 

a foreign power ... 

The legislation includes a process of review and objection, with appeal processes, for platforms and 

researchers to agree on whether publication of research raises any of the kinds of issues we discuss 

above in this report. Notably, these are not restrictions solely to privacy laws (s 6(g)): 

Qualified Platforms may object to the publication or release of any analysis that will necessarily 

expose Personal Information or otherwise violate federal, state, and local information sharing 

and privacy laws and regulations or any applicable rules, standards, regulations, and orders 

issued by the FTC. … 

Researchers who intentionally violate the act can be subject to civil and criminal enforcement under 

federal, state and local laws. If a qualified platform violates the legislation, then the FTC can take civil 

action imposing a civil penalty for each violation.  

Conclusion on second class of issues 

In this part we have explained the matters of law and public policy that we see presenting barriers to 

the adoption of enhanced access and transparency approaches. Importantly, however, we conclude 

these barriers exist whether the approach is collaborative and voluntary, or whether it is mandated 

through a legal framework. We think that policy makers or bodies such as GPAI can gain crucial 

insights from understanding the legal and practical impediments faced during previous collaborative 

transparency arrangements.  

The barriers to enhanced access and transparency arrangements are both practical and principled. 

The strongest candidates for transparency laws still defer the resolution of many of these trade-offs to 

subsequent consultative processes and delegated legislation. The key insight is that transparency 

legislation may not be so easy to adopt and there is more conceptual work to be done. Advocates for 

enhanced transparency arrangements can enhance the likelihood that legislative measures will be 
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adopted successfully by doing this work, anticipating these barriers and doing what they can to work 

around them. GPAI’s proposed methodology is one means of proactive research design in order to 

achieve this. 

CONCLUSION 

In this report, we have attempted to constructively contribute to GPAI’s proposed approach by sharing 

insights on the legal and public policy issues raised by the kinds of projects described in the GPAI 

technical report. We emphasise that the two reports were written concurrently with limited opportunity 

for interaction between them. Again, it may be that the kinds of issues we raise here can be – or 

already have been – resolved by the specific research method that GPAI is proposing to adopt. 

Necessarily, we will be limited in our ability to assess the technical aspects of GPAI’s proposal. Our 

focus sits with the legal and policy issues we can reasonably foresee arising. Importantly, whether or 

not those issues arise and whether they can be dealt with in practice rest heavily on the specifics of 

the particular proposal.  

Notably, the issues we have covered sit in two classes. The first relate to the specific issues created 

by focusing on TVEC as the subject of research. The second class of issues relate to the legal and 

practical issues we foresee arising more generally in any attempt to pursue enhanced access and 

transparency to social media systems.  

Nothing in the report above should be taken as an argument that social media recommender systems 

do or do not cause harm: it has been written specifically to avoid engaging with these questions. 

Instead, our focus has been on considering what kinds of issues might arise if an external party – 

whether researcher or regulator – were to seek to empirically investigate hypotheses about the 

impacts of social media companies’ systems and their contribution to such harms. We strongly 

support such empirical investigations. Consistent with our support for those investigations, we have 

considered as far as we can in the context of this work what might be required to enable them to 

proceed. Any criticism of GPAI’s approach must be assessed in that light.  

By way of conclusion, we note that legislative approaches to transparency around the systems and 

impacts of private entities are deployed in a range of comparable policy areas. There are other areas 

of law and policy where: 82 

• States can show a demonstrable connection between a particular kind of conduct and a 

particular harm to a legitimate human rights interest.  

• States use transparency and reporting based approaches to protect human rights or 

legitimate regulatory interests and to enable enforcement action.  

• States are authorised to compel access to private information held by companies within the 

boundaries of acceptable access controls. 

What is essential is that we remain cautious about the way that such regulatory approaches may 

impose unjustified limitations on existing rights and obligations, or may have second order effects we 

have not anticipated. From our investigations into this area, we have found that a human rights 

approach grounded in human rights instruments is a useful way of anchoring these issues to an 

existing framework and a common starting point for discussion among groups with potentially 

diverging priorities and expectations.   

 

82 We recommend MacCarthy M, ‘Transparency Requirements for Digital Social Media Platforms: 
Recommendations for Policy Makers and Industry’ (Transatlantic Working Group 2020). 
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ABOUT BRAINBOX  

Brainbox is an independent consultancy and think tank based in New Zealand, which specialises in 
issues at the intersection of technology, politics, law and policy. Brainbox and its key personnel have 
prepared funded legal research reports and advice on the following subjects: 

• A report to an investor coalition engaging with social media companies in response to the 
Christchurch Terror Attacks, assessing content moderation during objectionable content 
crises by Facebook, Alphabet and Twitter and the overall trajectory of regulation. 

• The implementation of the law in digital systems and the representation and implementation 
of legal instruments in machine executable languages (Legislation as Code). 

• The use of algorithmic methods to analyse written decisions by judicial bodies and the policy 
implications of this, including methods of enhancing access to primary legal materials 
(Judgments as Data). 

• The relationship between concepts of “trust” and “automated decision-making”, to support a 
wider research programme by the Digital Council for Aotearoa (Trust and Automated Decision 
Making). 

• The legal implications of emerging technologies that create highly convincing but unreliable 
audio-visual media and how the New Zealand legal system deals with potentially harmful 
audio-visual content (Deepfakes and synthetic media). 

• The policy implications of misinformation and disinformation, including attempts to regulate 
the creation and distribution of such information. 

• A range of research investigations into health and disability policy, including how human 
rights instruments do or do not influence such policy (reports on accessibility, access to 
justice and human rights). 

  

https://www.nzsuperfund.nz/news-and-media/collaborative-engagement-with-social-media-concludes/
http://www.brainbox.institute/law-as-code
http://www.brainbox.institute/caselaw
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